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ON A REDUCTION OF A LINEAR HOMOGENEOUS
DIFFERENTIAL SYSTEM WITH OSCILLATING COEFFICIENTS
TO A SYSTEM WITH SLOWLY-VARYING COEFFICIENTS

ITTorosies C. A. IlIpo 3BeageHHst JiHiliHOT omHOpigHOT AudepeHUiaIbHOI cucTe-
MU 3 KOJIMBHUMHU KoeilliEeHTamMu 10 CUCTEMHU 3 MOBiJIBHO 3MiHHUMU KoedirieHTa-
mu. Jlna piniitnol ogHOpimHOT audepeHiaabHol cucTeMu, KoedillieHTH sIKOI 300paXKyBaHi
y BUMJIsiAl abCOTIIOTHO Ta piBHOMIpHO 30ikHuX psifiB Pyp’e 3 moBiabHO 3MiHHUME Koedi-
I[IEHTaMU Ta YaCTOTOIO, OTPMMAHO yMOBH iCHYBaHHs JIiHITHOIO IE€PETBOPEHHS AHAJIOTIYHOL
CTPYKTYPH, IO 3BOJIUTH IIO CUCTEMY JIO CUCTEMU 3 IIOBLILHO 3MiHHUMHU KOeiIli€eHTaMu y He-
PE30HAHCHOMY BHUIIQJIKy HA ACUMITOTHYHO BEJIMKOMY HPOMIXKKY 3MiHHM HE3aJIe2KHOI 3MiHHOI.
Kuarouosi caoBa: judepennianbauii, moBiibHO 3MiHHMM, psiaun Pyp’e.

IITérosnen C. A. O cBemeHuM JUHEHNHON OAHOPOAHON CUCTEMBI C OCUHUJLIIINPY-
omuMn kKo3ddunueHTaMu K CUCTEME C MeJIEHHO MEHSoInMNcs koddduimeH-
Tamu. Jjis uHeiHON oHOPOIHO Mud depeHIaIbHOl CuCcTeMbl, KO3MMUIMEHTH KOTOPOit
[IPEJICTABUMBI B BUJEe aDCOJIIOTHO M PABHOMEDHO CXOASAIUXCs psigoB Oypbe ¢ MeJIEHHO Me-
HAOIIMMUCA KOI(DMUIUEHTAMA ¥ 4aCTOTOM, MTOJYyUIEeHbl YCJIOBUS CYIIECTBOBAHUS JTUHEHHOIO
peobpa30BaHusl AHAJIOTUIHON CTPYKTYPbI, IIPUBOJSAIIETO 9Ty CUCTEMY K CUCTEME C MeJJIeH-
HO MEHSIIOIIUMUCS KO DUIMEHTAMI B HEPE3OHAHCHOM CJIy9Iae HA ACUMIITOTUIECKHU OOJIBIIIOM
MIPOMEKYTKE U3MEHEHHsT He3aBUCUMOI ITepEeMEHHOA.

KiroueBbie cioBa: maudepeHnnaibHblii, MeIJIEHHO MeHsommiics, psiapl Pypbe.

Shchogolev S. A. On a reduction of a linear homogeneous differential system
with oscillating coefficients to a system with slowly-varying coefficients. For the
linear homogeneous differential system, whose coefficients are represented as an absolutely
and uniformly convergent Fourier-series with slowly-varying coefficients and frequency, con-
ditions of existence of the linear transformation with coefficients of similar structure, this
system leads to a system with slowly-varying coefficients in a noresonance case in asymptot-
ical large interval of independent variable, are obtained.

Key words: differential, slowly-varying, Fourier series.

INTRODUCTION. One of the important problems of the theory of the differential
equations is a problem of the reduction of the differential system to a simpler form.
In case of linear systems this can be a problem of the reduction to a system with
constant coefficients (a reducibility), to a system with triangle (particularly, Jordan
or diagonal) matrix of coefficients etc. In case of linear homogeneous system with os-
cillating coefficients this can be a problem of reduction to a system whose coefficients
in some sence slowly-varying. In [1] the author considers the linear homogeneous
differential system, whose coefficients are represented as an absolutely and uniformly
convergent Fourier-series with slowly-varying coefficients and frequency in asymptot-
ical large, but finite interval of independent variable. The conditions of the existence
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of the transformation, reducing this system to the system with slowly-varying coef-
ficients are researched. The system which considered contains two small parameters
v and e, the first of which characterized the smallness of the oscillating terms in the
coefficients of the system, and the second is an indicator of the slow variability. In [1]
the existence of desired transformation has been proved by the condition p" ! < 2,
where r € N. This condition is tough enough, although the study of a some specific
systems it holds. Roles of parameters 1 and ¢ are substantially different, and these
parameters can be considered independently of each other. Therefore the purpose
of this paper is to provide such conditions for the existence of this transformation,
which would not require communication between these parameters. This required a
significant change in the method of proof used in comparison with the [1].

NoTATION. Let G(eg) = {t,e: 0<e<egy, —Le ' <t<Le!, 0< L < +oc}.

Definition 1. We say, that a function f(¢,¢) belong to class S(m,ep), m €
e NU {0}, if

1) f:G(eo) = C,

2) f(t,e) € C™(G(go)) with respect t,

3) d¥f(t,e)/dt*d =¥ fi(t,e) (0 < k< m),

def - *
1flsemen= D sup, [fi(t,€)] < +oo.

k=0 G(eo

Under the slowly-varying function we mean a function of class S(m, o).
Definition 2. We say, that a function f(t,¢,0(t,¢)) belong to class F(m,l,e,60)
(m,l € NU{0}), if this function can be represented as

ft,e,0(t,e)) = Z fn(t,e) exp (inb(t,€))

n=—oo

and:

1) fu(t,e) € S(m,e0);
def o .
2) | flemicosy = Nfollsimeny + 2 [0l falls(m,er) < +oo, particular

n=—oo

o]

£ Femoc00) = D> Ifnllsimeos

n=—oo

3) 0(t,e) f(p(T e)dr, o(t,e) € RT, p(t,e) € S(m, o), 1nf = g > 0.

We denote (A)Jk the element ajj of the matrix A = (aJk)j,kzl,n'
We say, that (n x n)-matrix A(t,¢,0) belong to class F(m,l,e,0), if all elements
of this matrix are the functions of the class F(m,l,,6). Then we define:

|A||F(m l 50,0) 1213}” Z 1Akl F(mot.20,0)-
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Let f(t,e,0) € F(m,l,e0,6). We denote V n € Z:

2T
1
L.[f] = 2—/f(t,5,0) exp(—inf)do,
T
0
particular
27
1
= — t,e,0)do.
2 [ ft.0
0
State some properties of norms ||+ |sm.e, | * l[F(m.1,20.0) ||+ I7(mic0.0)- L€t € =

= const, p(t,€),q(t,e) € S(m,eop), u(t,e,0),v(t,e,0) € F(m,l,e0,0), (n X n)-matrices
A(t,e,0), B(t, e, 0) belongs to class F(m,l,e0,6). Then cp, p £ q, pq belongs to class
S(m,eo); cu, utv, uv belongs to class F(m,1,eg,0), matrices cA, A+ B, AB belongs
to class F(m,l, ep,0), and

1) [[kplls(m.eo) = Kl - [Pl s(m,e0)-

2) 1P + dllsm.e0) < 1Pl s(me0) + lalls(m.20)-

;ﬁ
ek dtk

3) Pl s(m.eo) = S(000)’
€0

4) Ipalls(m.c0) < 2712l (.00 Il s
We prove this property. Obviously, that

IPalls(0.e0) < IPlls(0.c0)llall 500,60

Based on the properties 3) we obtain:

m m k :
1 d*(pq) 1 d*p
Hpq”S(m,s ) = Z s & 7 ZC - <

’ =0 1€ dt 5(0, 60) k=0 © j= 5(0,¢0) d¢r! S(0,0)
m )

1 d’p 1d d’q

<2\ > |G s = 2" |pllsme0 - 4]l s0mco-

§=0 &l dt) S(0,e0) =0 EJ dt] S(0,e0) 0 ’

5) llcull pm,te0.0) = le| - [[ull F(m,te0,0)-

6) llu+ vl Fm,ic0.0) < Ul Pimiteo.0) T 1V Fimi,e0.6)-

7) ”uvHF(m,l,Eo,Q) < 2m(2l + 1)HU|IF(m,l,€o,9) ' HUHF(m,l,eO,@)'

We prove this property. Based on definition of norm || - || p(s,1,c0,9) We obtain:

al
ol scor = uollsonc + | 55

F(m,0,e0,0)
According to Leibniz formula:

0" (uv) ! L0 0w
por =2l g oo

v=

From the property 4) implies

1] £(,0,20,0) < 2" [l P(m,0,20,0) * 1V]| P (1,0,20,6)-
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From there we obtain:

O (uv
HUUHF(m,l,Eg,O) < HPO[UU]”S(m,EO) + H (-gel ) <
F(m,0,e0,0)
l
vam || O u oo
< ITolurlllsmen + 3 CF2" | Far | ' Haalv S
=0 (m,0,e0,0) F(m,0,e0,0)

< 2™ |ull pmteo,0) * 10 FGmitco.0) + 272 Ul Pmtieo,0) * 10N F(mitco.0) =
= 272"+ Dlull Fmotc0.0) - 1V Emat,c0.0)-

8) HCAH}(mJ@O,a) = e[ HA”*F(m,l,so,@)'
9) HA + BH*F(m,l,EU,O) < ||A||#}K7‘(m,l,m,6’) + ”B”;‘(m,l,soﬂ)'
10) HABH;(*m,l,e(],Q) S 2771(2[ + 1)||A||;‘(7n,l,80,9) : ||B|‘}(7n,l,€(),9)'
This property follows directly from definition of norm [|-[|%,, ; ., o) and properties 7).

MAIN RESULTS
1. Statement of the Problem. Consider the following differential system:

dz

o = (A(t.6) + eA(1,€) + P16, 0)), 1)
where z = colon(x, ..., z,), A(t,e) = diag(Ai(t,€), ..., An(t,€)), Aj — A = qw;i(t, €),
Wik € R, Wik € S(m,€0), A(t,€) = (ajk(tﬂg))j,k:HV Ak € S(m — 1,60), P(t,€,9) =
= (pjk(ta570))j7k:177n7 Djk € F(ma 176070)3 ne (0,/1/0) - R+'

We study the problem of the existence of the transformation of the kind:

v = (B +0(t,2,0,1))>, 2)
where ® € F(m*,l,e*,0) (m* < m, * < ), reducing the system (1) to kind

% = (A(t,e,p) +€*H(t,e) + peB(t, e, 1))z, (3)
where A = diag(A1, ..., An), H = (hji)j k=175 B = (bjk) jretm> Ajs Pjs bjx € S(m*, %),
Means coefficients of the system (3) are slowly-varying, while the coefficients of the
system (1) are oscillating.

2. Auxiliary results.

Lemma 1. Suppose that the system (1) satisfies the following condition:

Vv eZ, jk=T1n(j#k): nglf) |wjk(t, €) — ve(t, )| = v > 0. (4)
€0

Then 3 p1 € (0,p0), 3 €1 € (0,e0) such that ¥ pp € (0,p1), ¥V e € (0,e1) exists the
transformation of kind _
z=(E+V(te0,41))y, ()
where ¥ = (ij(t,E,O,u))j’k:ﬁ, {/;jk € F(m —1,1,e1,0), reducing the system (1) to
kind:
dy _

U (At2) + M (t,2) + AU e ) + EH2) + peV (42, 0,0y, (6)
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where Ay = diag(a11,...,ann), H = (hjk)j,kzﬁv hjr € S(m—2,¢e1), U = diag(u1, ..., un),
uj € S(m,e1), V= (vjk); =17 vix € F(m —1,1,€1,0).

Proof. We increase the first order of smallness with respect parameter e of the
off-diagonal elements in matrix of system (1). For this purpose in system (1) we make
the substitution:

r=(E—eQ(te))z’, (7)
where Q = (¢jk); p=17» 4G5 = 0, ¢k = ajx/(iwjk) (j # k). Obviously that g;; €
€ S(m —1,g0) and 3 1 < g9 such that Ve € (0,£1) the transformation (7) is non-
degenerate. As a result of its application, we obtain:

dz!

i (A(t,e) +eAi(t,e) + 2H(t,e) + pP(t,e,0) + peP(t, e, 0))x’, (8)

where Ay, H are defined in formulation of the theorem matrices, P= Q(E—eQ)"'P.
Thus matrix P belong to class F'(m —1,1,e1,6).
Consider now the following matrix equation:

plt,2) 0 = A(L, ) —WA(t,) + Plt,2,0) ~ Ut 2, 1)+

+u(P(t, e, )V — WU (t, e, 1)), (9)

where (n X n)-matrices U(t,e,u), ¥ = ¥(t,e,0, 1) must be defined. We show, that
equation (9) has a solution ¥(t,&,0,u) € F(m —1,1,¢1,0), and matrix U(t, e, u) will
be defined as diagonal with elements from class S(m,e1).

Together with equation (9) consider equation:

ot g)% = A(t, €)Wy — WoA(t,e) + Plt,e,0) — Up(t, ). (10)

We show, that equation (10) for some choice of the matrix Uy(t, ) has a solution,
which belong to class F'(m,l,e1,6). We set:

Uo(t, E) = dlag(Fo[(P(t, g, 9))11], e ,Fo[(P(t, g, 0))71”})7 (11)
o)y = 3 P g o), (12)

o ’
@ =— 3 PGSO g ) (G£R). (13)

i(wjk(t,e) —ve(t, e))

V=—00

For its choice the matrix Uy(t,e) belong to class S(m,e1) and the matrix ¥y (t,¢,6)
belong to class F'(m,l,e1,0) and 3 K € (0,+00) such that

HUOH;(m,l,el,O) < I(HPH*Iz‘(m,l,sl,é’)7 (14)

||q10||}(m,l,51,9) < KHPH;(MJ,El,@) (15)
(here we have that S(m,e1) C F(m,l,e1,0)).
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We seek the solution from class F(m,[,e1,0) of equation (9) by the method of
successive approximations, defining the initial approximation Wy(¢,¢,8), and the sub-
sequent approximations defining as solutions from class F'(m, [, &1, 6), of the equations:

oV,
p(t,e) aaﬂ = A(t,6)Wary — Uy At ) + Pt e, 0)+
+:U“(P(t’ & 0)\1]5 - \IlsUS(ta & /J)) - Us+1(t»€7 /J)v §= 07 17 2a LR (16)
where matrices Uy, Us, ... must be defined also.

We set:

Ust1 = diag(To[(P + p(P¥s — O U))11), - -, Do[(P + p(P¥s — U Us))nn],  (17)

o0

ey = 3 PAPHES B Ol o), as)
=
Wi = — 3 DAPHMPL = DU oivpr,)) (£ 1. (19)

i(wir(t,e) —ve(t,e))

V=—00

For its choice the matrices Us; (s = 0,1,2,...) belongs to class S(m,e1) and the
matrices U, (s =0,1,2,...) belongs to class F(m,l,e1,0).
We define sets:

= { v e F(mal75179) : ”\I’ - \IJOH;‘(m,l,sl,G) <d }’
Qy = { U e S(m,al) : ||U — UOH);’(m,LEl,H) <d }, d> 0.
From estimations (14), (15) then follows, that V ¥ € Q, V U € Qy:
¥ 2 mier.0) < KNPl E@m.e,.0 + ds (20)

10 Emte1,0) < KNPz m,ie0,0) + - (21)

We show, that for sufficiently small values p all approximations ¥ (s =0,1,2,...)
belongs to 1, and all approximations Us (s = 0,1,2,...) belongs to Q2. Obviously
Uy € Q, Us € Q. Suppose by induction, that ¥, € Qq, Us € o, and show, that
for sufficiently small p WUepq1 € Q1, Usy1 € Q3. Really, from formulas (11), (12),
(13), (17), (18), (19), inequalities (14), (15), (20), (21) and property 10) for norm
|- W5 pcr0) We have:

H\IJS-Fl - \IIOH*F(TVL,Z,El,Q) < :U‘KHP\IIS - \IISUS”;‘(m,l,sl,G) <

<p2m 2+ DK (HPH}(m,l,al,G)||\I/8H*F(m,l,61,9) sl Emten,0) USH}(m,l,El,G)) <

<122+ VK (1Pt cry KNP mtcry + D) + KIP ey + D7)

and similarly
1Us+1 = Uollm(mier.0) <

<122+ DK (1P ier.0) KIP Ui s 0 + @) + KNP, 0 + 4)2)
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Require that p was so small that the inequality:
$2™ (2 + DK (1Pl e, o) KIP i er.0) +4) +

P vy + D) < do < d. (22)

Then Weiq € O, Usy1 € Q2 and thus U, € Oy, Us € Q2 (s =0,1,2,...).
We prove now convergence of process (17) — (19). From (16) we have:

O(Wey1 — Uy
@(t,g)%

+M(P(t,5,9)(\1/5 — \115,1) — (\IISUS — \IlsflUsfl)) — (US+1 — US)
Then from (14), (15), (17), (18), (19) we obtain:

=A(t,e)(Ugyr — V) — (Ugy1 — Uo)A(t e)+

[Woq1 — ‘I’sH*F(m,z,sl,e) S pK||P(Vs — Vs ) — (U Us — q’S*lUS*l)H*F(mylyalﬁ) S
<uE2" (2 4 1) (1Pl e0.0) 1% = omtllimten0t
H1Zs = Co sl en o IUsllmer.0) + 126l er 0105 = Usmtligmtery) <
< pk2m (2 + 1) ((HP”;‘(’H’L,Z,sl,Q) + K[ Pl Fmter0) T DIYs = Vsoillppmie,.00F

P miers) + DINUs = Ust limier ) ) -

A similar estimate holds for |[Us+1 — Us|l% (1., 6)- Thus we obtain:
11 =Yl rmter.0) HIUst1=Uslligmor.e.0) < 2027 @ AD(EADIP o c,.0)+) %

% (195 = ot ier) + 10 = Ustlligmicrs)) -

Require that p was so small that the inequality:
262" (2 + D((K + DIIP [ pmyper0) +d) < L. (23)

Then desired convergence is guaranteed.

Thus when the inequalities (22), (23), the equation (9) has a solution ¥(¢,¢,6, u) €
€ F(m,l,e1,6), and diagonal matrix U(t, e, ) S(m,e1). We make now in the system
(8) the substitution:

o' = (B + pV(t,e,0,p))y. (24)

As a result we obtain the system of kind (6) in which the matrix V (¢,&,0,u) are
defined from the equation:

~ 100

(B +p0)V = MW — WAy + P((E + ) + e(HY —WH) =~ %0 (25)
Obviously, that for sufficiently small i equation (25) has a unique solution V (¢, ¢, 6, u),
and this solution belong to class F(m — 1,1,&1,6).
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Lemma 1 are proved.
Lemma 2. Let we have the scalar linear non-homogeneous first-order differential
equation:
dx
dt
where w(t,e) € S(m,e1), w(t,e) € RY, u(t,e) € S(m,e1), a(t,e) € S(m — 1,e1),
v(t,e,0) € F(m —1,1,e1,60) and the following conditions:
1) CYj(nf) lw(t,e) —ve(t,e)| = v >0V € Z;

= (iw(t,e) + ea(t,e) + pu(t,e))x + ev(t, €, 0), (26)

2) alternative holds: or Re u(t,e) =0, or Gj(nf) |Re u(t,e)] =y > 0.

Then 3 g9 € (0,€1), po € (0, 1) such that V p € (0, u2), € € (0,e2) the equation
(26) has a particular solution z(t,e,0,u) € F(m—1,1,e9,60), and 3K € (0,400) such
that:

||{L‘(t, g, 9’ /L)”F(mfl,l,azﬁ) < KQ”'Z'(ta g, 07 ,UJ) HF(mfl,l,ag,G)'

Proof of this lemma is completely similar to proof of Lemma 2 from paper [2].
Lemma 3. Let the function

f(t.e,0(t,e)) = Y fult,e)exp(ind(t,c)) (27)
Cozor

belong to class F(m — 1,1,£1,0). Then the function

x(t,e,0(t,e)) = E/f(T,s,G(T, e))dr

belong to class F(m — 1,1,e1,0) also, and 3 K3 € (0,400) such that:

lZll pm—1,1,e1,0) < K3\l fllpm—1,1,1,6)-

Proof. We define operators:

D% =wu, Diu= 4 m , D¥u = D}(DF1u).
dt \inp(t, )

Consider

/f(T e,0(r,¢)) Z /fn(T ,0(r,¢))e ind(7:€) gy

Vv=—00

(v#0)

(by the uniform convergence of the series (27) term by term integration lawfully). By
the (m — 1)-fold integration by parts we obtain:

t
€ / (T, 8,0(T, 6))ei"‘9(7’6)d7' = an(t,e)eing(t’s) —an(0,¢),
0
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where
m—2 t
sz f'n t7€ m—1_—in £ m— inf(t,e
n(te) =e Y ()RS Cqymetemmoea) [ pno, e ar,
k=0 ’ 0

Applicable to the function a,(t,e) operator D2 ( ) We obtain:

a
dt

m—s—3
day,

DZ( dt ) —° ;;) (=D*DEFH (fult,e)+

t
+(_1)m+s—2in(p(t’ E)e—inG(t,e)E / D;r;n—l(fn (T, €))€in9(T’€)dT.
0

Obviously, that D (f,(t,€)) = e* f,.(t,€), and

oo

> qnl sup |fi(te)| < + oo (k=T,m—1).

n=—oco €1

t
. / DI (fu(r, )T dr| < Lem Y sup [£2 1 (t€)].
G(e1)
0

From theese estimations follows, that V s = 0, m — 2: d*Tta,(t,¢)/dt*T = esTLa? (¢, ¢),

and
o0

Z [n| sup |a,(t,€)| < + oo.
n=—oo G(er)
Lemma 3 are proved.
3. Principal Results.
Theorem. Suppose the system (1) such, that:
W EZ k=1 (AR inf on(t.e) - ve(te)] 2 7> 0 (28)
€0

2) the elements uj(t,e,u) (j = 1,n) of the diagonlal matriz U(t,e, u), whish defined
i Lemma 1, have the alternative:
or Re(u;(t,e, ) —ug(t,e, 1)) =0 (j,k =1,n, j# k);
or Gi?f) |Re(u;(t, e, p) —ur(t, e, 1)) > v0 > 0, where €1 are defined in Lemma 1.
€1

Then 33 € (0,e0), pus € (0,p0) such that ¥V e € (0,e3), V pn € (0, u3) exists the
transformation of kind (2), where ®(t,e,0, 1) € F(m — 1,1,e3,0), which reducing the
system (1) to form (3), where H € S(m — 2,e3), B € S(m — 1,¢3).

Proof. Based on the Lemma 1, we reduce the system (1) by the transformation
(5) to kind (6). We construct now the transformation

Yy= (E + ‘LLX(t,E, avﬂ))za (29)

reducing the system (6) to form (3). We obtain the follows differential equation with
respect matrix X:
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dX ~ ~
pr Alt,e, 1) X — XA(t,e,u) +eV(t,e,0,u) —eB(t,e, u)+
+e?(H(t,e)X — XH(t,€)) + pe(V(t,e,0, )X — XB(t.e, 1)), (30)

where A = A(t,£)+eAy (t,e)+uU(t e, p) = diag(A1, . .., An), Xj = \;(t,e)+ea;;(t,e)+
+uuj(t,e,p) € S(m—1,e1) (j = 1,n). The matrix B(¢,e, 1) must be defined.
With the equation (30) we consider the truncated equation:

dX ~ ~

Tto = A(ta g, IU‘)XU - XOA(t7 g, M) + SV(t, g, 97 /’L) - SBO (ta g, /.L), (31)
where the matrix By(¢, e, u) must be defined. In the component-wise form the equa-
tion (31) has the kind:

d((Xo); ~ ~ ) I
AOEOD) (5, 1)~ R0 (Ko eV 12,0, )~ Bo(t, )y . = T
(52)
Consider the case j = k. We have:
d((Xo) i .
NE) — (vit,6,0, )5 — Bolt, 2. )ss, 5= T (33)

Assume (By);; = [o[(V);;] ( = 1,n). Then based on Lemma 3 the equation (33) has
a particular solution (Xy);; from class F'(m — 1,1,€1,0), and 3 K4 € (0,+00) such
that:

1(X0)j5ll Pem—1,1.61,0) < Kall(V)jsll pm—1,1.61.,0)-
Let now j # k. Then we have:

d((Xo);r)

at = (iwjk(t,e) + E(ajj(t7 E) — akk(t,e)) + ,M(Uj(t7 E,/J,) — uk(t,e, N)))(Xo)jk+

+€(V(t7€707:u’))jk - E(B(tagmu‘))jka ja k= mv .7 7& k. (34)

Assume (Bg)jr = 0 (j # k). Then based on Lemma 2 by condidtion 2) of the
theorem we obtain, that equation (34) has a particular solution (Xo);i from class
F(m—1,l,e3,0) (e1 < e1), and K5 € (0,400) such that:

1(X0)jkll P(m—1,1,e5,0) < Esl|(V) ikl pm—1,1,61,0)-

It follows that if By = diag(To[(V)11],-.-,To[(V)nn]), then matrix equation (31)
has a particular solution Xy(t,¢,0,u) from class F(m — 1,1,e4,0) (e4 < €1), and
JKs € (0,400) such that:

||X0||}(m71,l,64,9) < K6||V||*F(m717l,61,0)'

Now pursuing arguments similar to the proof of the Lemma 1, it is easy to show
that 3 e5 € (0,e4), 5 € (0, 41) such that V e € (0,e5), p € (0, us) the equation (30)
has a particular solution X (¢, ¢, 6, u) from class F(m — 1,1, ¢5,0).

The theorem are proved.

CoNcLUSION. Thus, for the system (1) the sufficient conditions of the existence of
the transformation, which reducing this system close to a system with slowly-varying
coefficients and the algorithm for constructing this transformation are obtained.
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