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Preliminaries

In this section we present the background from Analysis needed for the further

study of the course.

1. Even and odd functions, periodic functions

Definition 1. Let a function f be defined on a symmetric set E ⊂ R, that is,

such a set that for any x ∈ E we have that −x ∈ E. This function is said to

be even if for any x ∈ E the equality f(−x) = f(x) holds. If f(−x) = −f(x)

for any x ∈ E, then the function f is said to be odd.

For example, for n ∈ N the functions x2n, cosnx are even, and the func-

tions x2n−1, sinnx are odd on R.

The following properties are directly derived from the definitions.

(a) The graph of an even function is symmetric with respect to the y-axis,

and the graph of an odd function is symmetric with respect to the origin.

(b) The product of two even functions is an even function.

(c) The product of two odd functions is an even function.

(d) The product of an even function and an odd function is an odd func-

tion.

(e) If f is an odd function, then for any h > 0

h∫

−h

f(x) dx = 0.

5



6 PRELIMINARIES

(f) If f is an even function, then for any h > 0

h∫

−h

f(x) dx = 2

h∫

0

f(x) dx.

Definition 2. Let a function f be defined on [0, b). Extend f to (−b, 0),

setting f(x) = f(−x) (x ∈ (−b, 0)). Then we obtain a function f1 which

is called the even extension of the function f . If we set f(x) = −f(−x)

(x ∈ (−b, 0)), then we obtain a function f2 which is called odd extension of

the function f .

x

y

0 b x

y

0 b−b x

y

0 b
−b

Fig. 1. The graphs of an initial function and its even and odd extensions.

Remark 1. If an odd function f is defined at the point x = 0, then it

follows from the definition that f(0) = 0. Thus, an odd extension of a function

f defined on [0, b) is an odd function if and only if f(0) = 0.

Definition 3. A function f defined on R is said to be periodic with a

period T > 0 if f(x+ T ) = f(x) for all x ∈ R.

The graph of a periodic function can be obtained by successive translations

of its part corresponding to the interval [0, T ) (or any half-open interval of

the length T ) on nT (n ∈ N) to the right and to the left. This means that the

number nT also is a period. It is also clear that f(x− nT ) = f(x) (n ∈ N).

Typical examples of 2π-periodic functions are trigonometric functions sin x,

cosx. Another examples are 1-periodic function {x } defined as the fractional

part of x, or Dirichlet’s function

D(x) =

{
0, if x is irrational,

1, if x is rational,
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for which every positive rational number is a period.

A periodic function may not be defined on the whole axis; for example,

π-periodic function tg x isn’t defined at the points π
2 + kπ (k ∈ Z), and π-

periodic function ctg x isn’t defined at the points kπ (k ∈ Z).

Proposition 2. Assume that f is a periodic function with a period T > 0

and that f is integrable over [0, T ]. Then f is integrable over any interval

I = [α, β] ⊂ R. Moreover, for any a ∈ R

a+T∫

a

f(x) dx =

T∫

0

f(x) dx. (1)

Proof. Let k ∈ Z. Then

(k+1)T∫

kT

f(x) dx =

(k+1)T∫

kT

f(x− kT ) dx =

T∫

0

f(u) du

(by the change of variable u = x − kT ). This implies that f is integrable in

any interval of the form [−nT, nT ] and therefore f is integrable in any interval

[α, β] ⊂ R. Further, for any a ∈ R

a+T∫

a

f(x) dx =

a+T∫

0

f(x) dx −
a∫

0

f(x) dx

=

T∫

0

f(x) dx +

a+T∫

T

f(x) dx −
a∫

0

f(x) dx.

We also have (by the change of variable u = x− T ) that

a+T∫

T

f(x) dx =

a+T∫

T

f(x− T ) dx =

a∫

0

f(u) du.

This equality implies (1).

Definition 4. Let a function f0 be defined on [a, b] and f0(a) = f0(b). Set

L = (b− a)/2. The periodic extension of the function f0 with the period 2L

is the function f defined on R by the following equality

f(x+ 2kL) = f0(x) (x ∈ [a, b], k ∈ Z) .
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x

y

0 T T 2T−T x

y

0

Fig. 2. The graphs of an initial function and its periodic extension.

2. Piecewise continuous and piecewise smooth

functions

The class of all functions continuous on a set E is denoted by C ≡ C(E).

Let a function f be defined on an open bounded interval (a, b).

Definition 5. The function f is said to be piecewise continuous on (a, b)

if it has at most a finite number of points of discontinuity and, in addition,

at each point of discontinuity x0 ∈ (a, b) the one-sided limits

f (x0+) = lim
x→x0+

f(x), f (x0−) = lim
x→x0−

f(x)

exist and are finite.

A function f defined on [a, b] is said to be piecewise continuous on [a, b], if

it is piecewise continuous on (a, b) and one-sided limits f(a+) and f(b−) exist

and are finite. We shall call a function f defined on R piecewise continuous

on R if it is piecewise continuous on any bounded interval. The class of all

such functions we denote by PC.

If f (x0+) 6= f (x0−), then we say that f has a jump equal to f (x0+) −
f (x0−).

If a function f ∈ PC, then it is integrable on any bounded interval.

Definition 6. A function f is called piecewise smooth on a bounded in-

terval (a, b) if:

(i) f is piecewise continuous on (a, b);

(ii) the derivative f ′ exists and is continuous everywhere on (a, b), with a

possible exception of a finite number of points;
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(iii) f ′ has finite one-sided limits at every point x ∈ (a, b).

We say that f is piecewise smooth on a closed interval [a, b] if it is piecewise

continuous on [a, b] and there exist finite f ′(a+) and f ′(b−). We shall call f

piecewise smooth on R if it is piecewise smooth on any bounded interval. The

class of all such functions we denote by PS.

We observe that a piecewise smooth function may have discontinuities.

Further, if f ∈ PS, then, giving to the derivative f ′ arbitrary values at the

points where it does not exist, we obtain that f ′ ∈ PC.

3. Numerical series and series of functions

Let {an}∞n=1 be a sequence of real numbers. The symbol

∞∑

n=1

an ≡ a1 + a2 + · · · + an + . . . (2)

is called series of numbers. The numbers an are called the terms, and the

numbers Sn ≡
n∑

k=1

ak (n = 1, 2, . . . ) are called the partial sums of the series (2).

If there exists S ≡ lim
n→∞

Sn, then the series (2) is said to be convergent,

and the number S is called the sum of this series. We write S =
∞∑

n=1
an. If

the limit of the sequence of the partial sums of the series (2) does not exist,

then this series is said to be divergent.

The following theorem gives a necessary condition of convergence.

Theorem 3. If the series (2) converges, then its terms an tend to zero.

We say that the series (2) is absolutely convergent if the series

∞∑

n=1

|an| (3)

converges. If the series (2) converges, but the series (3) diverges, then we say

that the series (2) converges conditionally.

Theorem 4. If a series absolutely converges, then it converges.
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Assume that there is defined a sequence of functions {fn}∞n=1 on a set

E ⊂ R. We say that this sequence converges on the set E if for any x ∈ E

the sequence of numbers {fn(x)}∞n=1 converges. In this case the function

f(x) = lim
n→∞

fn(x) is called the limit function. We say that the sequence

{fn}∞n=1 converges to the function f uniformly on the set E if for any positive

number ε there exists a number N depending only on ε such that for any

n ≥ N and any x ∈ E there holds the inequality |fn(x)− f(x)| < ε.

Let {un}∞n=1 be a sequence of functions defined on a set E ⊂ R. We say

that the series of functions
∞∑

n=1
un converges on the set E if the sequence

of partial sums Sn(x) =
n∑

k=1

uk(x) converges on E. In this case the func-

tion f(x) = lim
n→∞

Sn(x) is called the sum of the series
∞∑

n=1
un(x). We write

∞∑
n=1

un(x) = f(x). We say that the series
∞∑

n=1
un converges uniformly on the

set E if the sequence of its partial sums converges uniformly on E.

The basic properties of series of functions are contained in the following

statements.

Theorem 5. If a series
∞∑

n=1
un of functions un continuous on an interval

[a, b] converges uniformly on this interval to a function f , then f is continuous

on [a, b].

Theorem 6. If a series
∞∑

n=1
un of functions un integrable on an interval

[a, b] converges uniformly on this interval to a function f , then f is integrable

on [a, b] and

b∫

a

f(x) dx =
∞∑

n=1

b∫

a

un(x) dx.

Theorem 7. Assume that un are continuously differentiable functions on

an interval [a, b]. If the series
∞∑

n=1
un converges at some point of [a, b], and

the series
∞∑

n=1
u′
n converges uniformly on this interval, then the series

∞∑
n=1

un
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converges uniformly on [a, b] to a continuously differentiable function f and

f ′(x) =

∞∑

n=1

u′
n(x), x ∈ [a, b].

4. Integral

The class of all Riemann integrable on an interval [a, b] functions will be

denoted by R ≡ R[a, b].

Let f ∈ R[a, b]. The indefinite integral of a function f ∈ R[a, b] is defined

by the equality

F (x) =

x∫

a

f(t) dt (a ≤ x ≤ b).

It is a continuous function on [a, b].

The following two theorems play the basic role in Analysis.

Theorem 8. If f ∈ R[a, b] and f is continuous at a point x0 ∈ [a, b], then

its indefinite integral F is differentiable at the point x0 and F ′ (x0) = f (x0).

This theorem is called the fundamental theorem of the Integral Calculus.

Corollary 9. If f ∈ PC on [a, b], then F ∈ PS and is continuous on [a, b].

Theorem 10. Assume that f ∈ PS[a, b] and f is continuous on [a, b].

Assume that the values of f ′ at the points where it does not exist are defined

arbitrarily. Then f ′ ∈ R and

b∫

a

f ′(x) dx = f(b)− f(a).

The last equality is called the fundamental formula of the Integral Calculus.

We shall consider also functions defined on unbounded intervals.

Let a function f be defined on [a,+∞) and integrable on each interval
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[a, b] (a < b < +∞). If there exists a finite limit

lim
b→∞

b∫

a

f(x) dx,

then it is denoted by
∞∫
a

f(x) dx and it is called the improper integral (we say

also that the improper integral converges).

If the integral
∞∫
a

|f(x)| dx converges, then we say that the integral
∞∫
a

f(x) dx

absolutely converges. In this case the function f is called absolutely integrable

on [a,∞).

Theorem 11. If the integral
∞∫
a

f(x) dx absolutely converges, then it con-

verges.

The integral
b∫

−∞

f(x) dx is defined in a similar way. If a function f is

defined on (−∞,∞), then we set

∞∫

−∞

f(x) dx =

a∫

−∞

f(x) dx +

∞∫

a

f(x) dx,

provided that both integrals at the right-hand side converge. It is easy to see

that this definition does not depend on the choice of a.

5. Approximation of integrable functions

In this section we present some statements concerning approximation of arbi-

trary integrable functions by continuous or step functions.

A function g defined on an interval [a, b] is called a step function if there

exists such partition a = a0 < a1 < · · · < am = b that g is constant in each

interval (ai, ai+1) , i = 0, . . . ,m − 1. Obviously, any step function on [a, b] is

integrable in this interval.

Theorem 12. Let f ∈ R[a, b]. Then for any ε > 0 there exists a step
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function g such that
b∫

a

|f(x)− g(x)| dx < ε.

Proof. For an arbitrary partition

a = x0 < x1 < · · · < xn = b,

denote

Mi = sup
xi≤x≤xi+1

f(x), mi = inf
xi≤x≤xi+1

f(x) (i = 0, . . . , n− 1).

Let ε > 0. There exists a partition such that

n−1∑

i=0

(Mi −mi)∆xi < ε.

Set g(x) = mi for x ∈ [xi, xi+1) (i = 0, . . . , n − 1), g(b) = mn−1. Then g is a

step function and

b∫

a

|f(x)− g(x)| dx =
n−1∑

i=0

xi+1∫

xi

|f(x)− g(x)| dx

=
n−1∑

i=0

xi+1∫

xi

|f(x)−mi| dx ≤
n−1∑

i=0

(Mi −mi)∆xi < ε.

Theorem 13. Let f ∈ R[a, b]. Then for any ε > 0 there exists a continu-

ous function g such that

b∫

a

|f(x)− g(x)|2 dx < ε2.

Proof. Denote M = sup
a≤x≤b

f(x), m = inf
a≤x≤b

f(x) and find a partition

a = x0 < x1 < · · · < xn = b such that

n−1∑

i=0

(Mi −mi)∆xi <
ε2

M −m
.
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Then
n−1∑

i=0

(Mi −mi)
2 ∆xi < ε2.

Let g(x) = f(x) for x = xi and let g be linear in each interval [xi, xi+1]

(i = 0, . . . , n− 1). If x ∈ [xi, xi+1], then mi ≤ f(x) ≤ Mi, mi ≤ g(x) ≤ Mi,

and therefore |f(x)− g(x)| ≤ Mi −mi. From here,

b∫

a

|f(x)− g(x)|2 dx =
n−1∑

i=0

xi+1∫

xi

|f(x)− g(x)|2 dx

≤
n−1∑

i=0

(Mi −mi)
2 ∆xi < ε2.

Remark 14. In Theorem 13 a function g can be chosen so that g(a) =

g(b) = 0. Indeed, denote by f1 the function which coincides with f on (a, b)

and is equal to zero at the points a and b. For f1 we construct the function g

as in the proof of Theorem 13. By the definition, g(a) = g(b) = 0. Since the

functions f − g и f1 − g differ not more than in two points, then

b∫

a

[f(x)− g(x)]2 dx =

b∫

a

[f1(x) − g(x)]
2
dx < ε2.

A function g defined on the real line R is said to be a function with a

compact support if it vanishes outside some bounded interval.

Theorem 15. Assume that a function f is defined on R and integrable on

any interval, and f2 is integrable on R in the improper sense. Then for any

ε > 0 there exists a continuous function with a compact support g such that

∞∫

−∞

|f(x)− g(x)|2 dx < ε2. (4)

Proof. Take ε > 0 and find A > 0 such that

−A∫

−∞

f2(x) dx +

∞∫

A

f2(x) dx <
ε2

2
.
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Further, using Theorem 13 and Remark 14, we construct a function g1 on

[−A,A], continuous and such that g1(−A) = g1(A) = 0 and

A∫

−A

[f(x)− g1(x)]
2
<

ε2

2
.

Define on R the function g equal to g1 on [−A,A] and zero outside this interval.

Then g is a continuous function with a compact support on R satisfying

inequality (4).

6. Improper integrals dependent on a parameter

Assume that a function f(x, y) is defined for x ≥ a, y ∈ Y and for any y ∈ Y

the improper integral
∞∫

a

f(x, y) dx (5)

converges. This integral is called the improper integral dependent on a param-

eter. We say that the integral (5) converges uniformly with respect to y on

Y if for any ε > 0 there is a number A ≥ a such that
∣∣∣∣∣∣∣

∞∫

ξ

f(x, y) dx

∣∣∣∣∣∣∣
< ε

for any ξ ≥ A and any y ∈ Y .

Theorem 16 (Weierstrass M-test). If there exists a non-negative on

[a,+∞) function Φ such that

|f(x, y)| ≤ |Φ(x)| (x ≥ a, y ∈ Y ),

and the integral
∞∫
a

Φ(x) dx converges, then the integral (5) converges uniformly

with respect to y on Y .

The following theorems present properties of integrals dependent on a

parameter which will be used below. We shall assume that a function f is

defined on [a,∞)×Y (Y is an interval) and a function ϕ is defined on [a,∞).
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Theorem 17. Assume that the function f is continuous on [a,∞) × Y

and the function ϕ is integrable on [a,A] for any A > a. If the integral

∞∫

a

ϕ(x)f(x, y) dx

converges uniformly on Y , then it is a continuous function of the variable y

on Y .

Theorem 18. Assume that f is continuous and has a continuous partial

derivative f ′
y(x, y) on [a,∞) × Y . Let ϕ be integrable on any interval [a,A]

(A > a). Assume that the integral

I(y) =

∞∫

a

ϕ(x)f(x, y) dx

converges for any y ∈ Y , and the integral

∞∫

a

ϕ(x)f ′
y(x, y) dx

converges uniformly with respect to y on Y . Then the function I(y) is con-

tinuously differentiable on Y and

I ′(y) =

∞∫

a

ϕ(x)f ′
y(x, y) dx (y ∈ Y ).

Theorem 19. Let f be continuous on [a,∞)× Y , and let ϕ be integrable

on [a,A] for any A > a. Assume that the integral

∞∫

a

ϕ(x)f(x, y) dx

converges uniformly on Y . Then:

(i) if Y = [c, d], then

d∫

c




∞∫

a

ϕ(x)f(x, y) dx


 dy =

∞∫

a

ϕ(x)




d∫

c

f(x, y) dy


 dx;
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(ii) if Y = [c,∞), ϕ is absolutely integrable on [a,∞), and the integral

∞∫

c

f(x, y) dy

converges uniformly with respect to x on [a,∞), then

∞∫

c




∞∫

a

ϕ(x)f(x, y) dx


 dy =

∞∫

a

ϕ(x)




∞∫

c

f(x, y) dy


 dx

provided that the integral on the right-hand side converges, that is, there

exists

lim
A→∞

A∫

a

ϕ(x)




∞∫

c

f(x, y) dy


 dx.

We observe that in standard courses of Analysis Theorems 17, 18, and 19 (i)

are proved in the case ϕ(x) ≡ 1. The same proofs are valid in the gen-

eral case, too. As for Theorem 19 (ii), it is derived from 19 (i). Generally,

Theorem 19 (ii), is not true without the assumption that the function ϕ is

absolutely integrable.

We shall need also the following theorem on interchange of the order of

integrations.

Theorem 20. Let F (x, y) be defined on R× R. Assume that

(i) for any fixed value of one of the variables x, y, the function F (x, y) is

absolutely integrable on R with respect to the other variable;

(ii) the integrals

∞∫

−∞

F (x, y) dy,

∞∫

−∞

|F (x, y)| dy,

(as functions of the variable x) are integrable with respect to x in each

bounded interval, and integrals

∞∫

−∞

F (x, y) dx,

∞∫

−∞

|F (x, y)| dx
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(as functions of the variable y) are integrable with respect to y on each

bounded integral.

If one of the integrals

∞∫

−∞

dx

∞∫

−∞

|F (x, y)| dy,
∞∫

−∞

dy

∞∫

−∞

|F (x, y)| dx

converges, then the other also converges and the equality

∞∫

−∞

dx

∞∫

−∞

F (x, y) dy =

∞∫

−∞

dy

∞∫

−∞

F (x, y) dx

holds.

Usually this theorem is not included to a standard course of Mathematical

Analysis, but it can be proved in the framework of this course.

7. The Cauchy – Schwarz inequality

Theorem 21 (Cauchy’s inequality). Let a1, . . . , an and b1, . . . , bn be real

numbers. Then
∣∣∣∣∣

n∑

k=1

akbk

∣∣∣∣∣ ≤
(

n∑

k=1

a2k

)1/2( n∑

k=1

b2k

)1/2

. (6)

Proof. We can assume that ak, bk ≥ 0. We have

0 ≤
n∑

k=1

(ak − bk)
2 =

n∑

k=1

a2k − 2
n∑

k=1

akbk +
n∑

k=1

b2k.

Thus,

2
n∑

k=1

akbk ≤
n∑

k=1

a2k +
n∑

k=1

b2k ≡ A+B

(of course, we assume that A,B > 0). Replace ak by ak
√
λ and bk by bk/

√
λ,

where a number λ > 0 will be chosen later. Then the left-hand side remains

the same, and we get

2
n∑

k=1

akbk ≤ λA+
B

λ
.
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Choose λ from the equality λA = B
λ ; then λ =

√
B
A . We obtain

2
n∑

k=1

akbk ≤ 2
√
AB,

which is (6).

Corollary 22. If the series
∞∑

n=1
a2n and

∞∑
n=1

b2n converge, then the series

∞∑
n=1

anbn absolutely converges.

Theorem 23 (Schwarz inequality). Let f, g ∈ R[a, b]. Then

∣∣∣∣∣∣

b∫

a

f(x)g(x) dx

∣∣∣∣∣∣
≤




b∫

a

f2(x) dx




1/2


b∫

a

g2(x) dx




1/2

.

For the proof, it suffices to use the same arguments as in the proof of

Cauchy’s inequality, replacing sums by integrals.

In the latter inequality a or b may be infinite.

8. Summability of sequences and series

Let {xn} be a sequence of numbers. Consider the arithmetic means

ξn =
x1 + · · · + xn

n
.

We say that the sequence {xn} is summable to a number ξ by the method of

the arithmetic means (or (C, 1)-summable) if

lim
n→∞

ξn = ξ.

Theorem 24 (Cauchy). If {xn} converges to a number ξ, then {xn} is

(C, 1)-summable to ξ.

Proof. Set αn = xn − ξ. Then αn → 0. We have

ξn =
x1 + · · · + xn

n
= ξ +

α1 + · · · + αn

n
.



20 PRELIMINARIES

We shall prove that βn = (α1 + · · · + αn)/n → 0. Let ε > 0. There exists N

such that |αk| < ε/2 (k ≥ N). Let n > N . Then

|βn| ≤
1

n

n∑

k=1

|αk| <
1

n

(
N∑

k=1

|αk|+
ε

2
(n−N)

)
<

ε

2
+

1

n

N∑

k=1

|αk| .

Now, let N ′ be such that

1

N ′

N∑

k=1

|αk| <
ε

2
.

Then for all n ≥ N ′ we have |βn| < ε. So, βn → 0, and hence ξn → ξ.

Thus, convergence implies (C, 1)-summability to the same limit. The con-

verse is not true.

Example 25. Let xn = (−1)n. Then {xn} diverges. At the same time,

x1 + x2 + · · · + x2k = 0, x1 + x2 + · · · + x2k−1 = −1 (k = 1, 2, . . . ).

Therefore (x1 + · · · + xn)/n → 0.

Given a series
∞∑

n=0

un, (7)

we consider the sequence of its partial sums

Sn =
n∑

k=0

uk (n = 0, 1, . . . ).

We say that series (7) is summable by the method of arithmetic means to the

sum S if the sequence {Sn} is (C, 1)-summable to S, that is, if

σn =
S0 + · · · + Sn

n+ 1
→ S.

If the series (7) converges to S, then it is (C, 1)-summable to S. The

converse is false.

Example 26. Consider the series

∞∑

n=0

(−1)n.
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We have S2k+1 = 0, S2k = 1. Thus,

S0 + · · · + S2k+1

2k + 2
=

k + 1

2k + 2
=

1

2
,

S0 + · · · + S2k

2k + 1
=

k + 1

2k + 1
→ 1

2
.

Therefore, the series is (C, 1)-summable to 1
2 , while it diverges.

Remark 27. A series with positive terms converges if and only if it is

(C, 1)-summable. This follows from the statement: if xn → ∞, then

x1 + · · · + xn

n
→ ∞.



1. Fourier series

1.1. The trigonometric system

The sequence of functions

1, cos x, sin x, . . . , cosnx, sinnx, . . .

is called the trigonometric system. These functions have period 2π.

The scalar product of functions f, g ∈ R is defined as

π∫

−π

f(x)g(x) dx.

Functions f, g ∈ R are said to be orthogonal if their scalar product is equal

to zero. A system of functions is said to be orthogonal if for each function

f of this system the integral of f 2 over [−π, π] is positive, and any two dif-

ferent functions are orthogonal. For example, the trigonometric system is

orthogonal. It is a consequence of the following equalities (m,n ∈ N):

π∫

−π

1 dx = 2π,

π∫

−π

cosnxdx =

π∫

−π

sinnxdx =

π∫

−π

sinmx cosnxdx = 0,

π∫

−π

cosmx cosnxdx =

π∫

−π

sinmx sinnxdx =

{
0, m 6= n,

π, m = n.

A trigonometric series is called a series of the form

a0
2

+
∞∑

n=1

(an cosnx+ bn sinnx) , (1.1)

where an, bn are real numbers (coefficients).

22
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Proposition 1.1. Assume that the series (1.1) converges uniformly on

[−π, π] and let f be its sum. Then f is a continuous 2π-periodic function,

and

am =
1

π

π∫

−π

f(x) cosmxdx (m = 0, 1, . . . ), (1.2)

bm =
1

π

π∫

−π

f(x) sinmxdx (m = 1, 2, . . . ). (1.3)

Proof. The function f is continuous as the sum of a uniformly convergent

series of continuous functions. Multiply the equality

f(x) =
a0
2

+
∞∑

n=1

(an cosnx+ bn sinnx)

by cosmx. Since the function cosmx is bounded, on the right-hand side we

obtain a uniformly convergent series. Integrating it term-by-term from −π

to π and using the orthogonality of the trigonometric system, we have for

m = 1, 2, . . .

π∫

−π

f(x) cosmxdx =

π∫

−π

(
a0
2

+
∞∑

n=1

(an cosnx+ bn sinnx)

)
cosmxdx

=
∞∑

n=1


an

π∫

−π

cosnx cosmxdx + bn

π∫

−π

sinnx cosmxdx


 = πam,

that is, (1.2) holds. Similarly we prove (1.2) for m = 0 and (1.3) for m =

1, 2, . . . .

Definition 1.2. Let f ∈ R[−π, π] be a 2π-periodic function. Then the

numbers

an =
1

π

π∫

−π

f(x) cosnxdx (n = 0, 1, . . . ), (1.4)

bn =
1

π

π∫

−π

f(x) sinnxdx (n = 1, 2, . . . ) (1.5)
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are called Fourier coefficients of the function f . The series (1.1), where an

and bn are Fourier coefficients of the function f , is called the Fourier series

of f .

We shall write

f(x) ∼ a0
2

+

∞∑

n=1

(an cosnx+ bn sinnx) .

Here the symbol ∼ denotes correspondence, it means only that to the function

f it is assigned its Fourier series. Now Proposition 1.1 can be formulated as

follows: if a trigonometric series converges uniformly on [−π, π], then it is

the Fourier series of its sum.

Example 1.3. Find the Fourier series for 2π-periodic extension of the

function

f(x) =

{
1, 0 < x < π,

0, −π < x < 0,
f(kπ) =

1

2
(k ∈ Z).

x

y

0−π π 2π 3π

b b b bb 1
2

1

Fig. 3. The graph of 2π-periodic extension of the function y = f(x).

For this, evaluate the Fourier coefficients

a0 =
1

π

π∫

−π

f(x) dx =
1

π

π∫

0

dx = 1,

an =
1

π

π∫

−π

f(x) cosnxdx =
1

π

π∫

0

cosnxdx =
1

πn
sinnx

∣∣∣∣
π

0

= 0 (n = 1, 2, . . . ),

bn =
1

π

π∫

−π

f(x) sinnxdx =
1

π

π∫

0

sinnxdx =
1

π
· − cosnx

n

∣∣∣∣
π

0
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=
1

πn

(
1 + (−1)n−1

)
=

{
2
πn , n = 2k − 1,

0, n = 2k
(n = 1, 2, . . . ).

Thus, the given function has the following Fourier series

f(x) ∼ 1

2
+

∞∑

n=1

bn sinnx =
1

2
+

2

π

∞∑

k=1

1

2k − 1
sin(2k − 1)x.

Observe that if f(x) = g(x) except a finite number of points of the interval

[−π, π], then the Fourier series of these functions coincide.

A function of the form

f(x) =
a0
2

+
n∑

k=1

(ak cos kx+ sin kx) ,

where n ∈ N, ak and bk are real numbers and |an| + |bn| > 0, is called a

trigonometric polynomial of degree n. It is clear that for each such function

its Fourier series is itself.

Example 1.4. Since the function f(x) = 4−3 sin 2x+cos 5x is a trigono-

metric polynomial, its Fourier series coincide with this function, that is,

all the Fourier coefficients of the given function are equal to zero, except

a0 = 8, b2 = −3, a5 = 1.

Example 1.5. The function f(x) = sin2 x can be represented as a trigono-

metric polynomial f(x) = sin2 x = 1−cos 2x
2 = 1

2 − 1
2 cos 2x. This polynomial

is also the Fourier series of the given function.

Example 1.6. Similarly, the function f(x) = sin3 x can be represented

as a trigonometric polynomial. Indeed, sin3 x = sin2 x sin x = 1−cos 2x
2 sinx =

1
2 sin x − 1

2 cos 2x sin x = 1
2 sinx − 1

4 (sin 3x − sinx) = 3
4 sinx − 1

4 sin 3x. This

polynomial is the Fourier series of the given function.

Example 1.7. We show that the function (cosx)n is a trigonometric

cosine-polynomial of the degree n, that is,

(cosx)n =
a
(n)
0

2
+

n∑

k=1

a
(n)
k cos kx, (1.6)



26 1. FOURIER SERIES

where a
(n)
n 6= 0. For this, we apply the induction. For n = 1 the statement is

true. Assume that it is true for some n. Then, using the equality

cos kx cosx =
1

2
(cos(k + 1)x+ cos(k − 1)x),

we easily obtain that the representation of the form (1.6) holds for n+1, too.

Proposition 1.8. Let f ∈ R[−π, π] be a 2π-periodic function. Then:

(i) if f is even, then

f(x) ∼ a0
2

+

∞∑

n=1

an cosnx, (1.7)

where

an =
2

π

π∫

0

f(x) cosnxdx;

(ii) if f is odd, then

f(x) ∼
∞∑

n=1

bn sinnx, (1.8)

where

bn =
2

π

π∫

0

f(x) sinnxdx.

Proof. (i) If the function f is even, then f(x) cosx also is even and

therefore

an =
1

π

π∫

−π

f(x) cosnxdx =
2

π

π∫

0

f(x) cosnxdx (n = 0, 1, . . . ).

Since the function f(x) sinx is odd,

bn =
1

π

π∫

−π

f(x) sinnxdx = 0 (n = 1, 2, . . . ).

Similarly we get (ii).

The series (1.7) и (1.8) are called cosine- and sine-series, respectively.
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Let

f(x) ∼ a0
2

+
∞∑

n=1

(an cosnx+ bn sinnx) .

Then

f(−x) ∼ a0
2

+
∞∑

n=1

(an cosnx− bn sinnx) .

It follows that
f(x) + f(−x)

2
∼ a0

2
+

∞∑

n=1

an cosnx

and
f(x)− f(−x)

2
∼

∞∑

n=1

bn sinnx.

These functions can be called even and odd parts of the function f.

Example 1.9. The function f(x) = |x| (π ≤ x ≤ π) is even and therefore

its Fourier series is a cosine-series.

x

y

0−π π 2π 3π

π

Fig. 4. The graph of the periodic extension of the function f(x) = |x| (π ≤ x ≤ π).

Evaluate the Fourier coefficients:

a0 =
2

π

π∫

0

f(x) dx =
2

π

π∫

0

x dx =
2

π

π2

2
= π,

and for n = 1, 2, . . . , using the integral
π∫
0

sinnxdx =

{
2
n , n = 2k − 1,

0, n = 2k,

evaluated before, we have

an =
2

π

π∫

0

x cosnxdx =
2

π

[
u = x du = dx

dv = cosnx v = 1
n sinnx

]∣∣∣∣∣

π

0
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=
2

π
· −1

n

π∫

0

sinnxdx =

{
− 4

πn2 , n = 2k − 1,

0, n = 2k.

Thus,

|x| ∼ π

2
− 4

π

∞∑

k=1

1

(2k − 1)2
cos(2k − 1)x (|x| ≤ π).

Example 1.10. The function f(x) = sign sinx is odd.

x

y

0−π π 2π 3π
b b b bb

−1

1

Fig. 5. The graph of the function y = sign sinx.

The Fourier series of f is a sine-series. Evaluate the Fourier coefficients:

bn =
2

π

π∫

0

f(x) sinnxdx =
2

π

π∫

0

sinnxdx

=

{
4
πn , n = 2k − 1,

0, n = 2k
(n = 1, 2, . . . ).

Hence,

sign sinx ∼ 4

π

∞∑

k=1

1

2k − 1
sin(2k − 1)x.

Example 1.11. The function f(x) = x (−π < x < π) is odd and therefore

its Fourier series is a sine-series.

x

y

0−π π 2π 3π
b b b bb

b

b−π

π

Fig. 6. The graph of the periodic extension of the function f(x) = x (−π < x < π).
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We have:

bn =
2

π

π∫

0

x sinnxdx =
2

π

[
u = x du = dx

dv = sinnxdx v = − 1
n cosnx

]∣∣∣∣∣

π

0

= − 2

πn
x cosnx

∣∣∣∣
π

0

= 2
(−1)n−1

n
.

Thus,

x ∼ 2
∞∑

n=1

(−1)n+1

n
sinnx (|x| < π).

Let

f(x) ∼ a0
2

+

∞∑

n=1

(an cosnx+ bn sinnx) .

Then, obviously,

f(−x) ∼ a0
2

+
∞∑

n=1

(an cosnx− bn sinnx) .

It is also easy to see that for α, β ∈ R

αf(x) + β ∼
(αa0

2
+ β

)
+ α

∞∑

n=1

(an cosnx+ bn sinnx) .

Further, let g(x) = f(π − x) and

g(x) ∼ a′0
2

+

∞∑

n=1

(a′n cosnx+ b′n sinnx) .

Then, performing the change of variable x = π − t and using the periodicity,

we get

a′n =
1

π

π∫

−π

g(x) cos nxdx =
1

π

π∫

−π

f(t) cosn(π − t) dt

=
(−1)n

π

π∫

−π

f(t) cosnt dt = (−1)nan,

and, analogously, b′n = (−1)n+1bn. Thus,

f(π − x) ∼ a0
2

+
∞∑

n=1

(−1)n (an cosnx− bn sinnx) .
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Example 1.12. We have constructed above the Fourier series

x ∼ 2
∞∑

n=1

(−1)n+1

n
sinnx (|x| < π).

If x ∈ [−π, π], then π − x ∈ [0, 2π], and thus we have for the 2π-periodic

extension of the function f(x) = π−x
2 (0 < x < 2π):

π − x

2
∼

∞∑

n=1

1

n
sinnx (0 < x < 2π).

x

y

0−π π 2π 3π 4π−2π
b b b bb

b

b

bb

−π

π

Fig. 7. The graph of the 2π−periodic extension of the function y = π−x

2
(0 < x < 2π).

1.2. The complex form of the Fourier series

Recall the well-known Euler formula

eiϕ = cosϕ+ i sinϕ,

where i is the imaginary unit. It follows immediately from this formula that

cosϕ =
eiϕ + e−iϕ

2
, sinϕ =

eiϕ − e−iϕ

2 i
.

Let

f(x) ∼ a0
2

+
∞∑

n=1

(an cosnx+ bn sinnx) . (1.9)

Rewrite the nth partial sum of this series as

Sn(x) =
a0
2

+
n∑

k=1

(ak cos kx+ bk sin kx)
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=
a0
2

+
1

2

n∑

k=1

(
ake

ikx + ake
−ikx − ibke

ikx + ibke
−ikx

)

=
a0
2

+
n∑

k=1

(
ak − ibk

2
eikx +

ak + ibk
2

e−ikx

)
.

Set

c0 =
a0
2
, ck =

ak − ibk
2

, c−k =
ak + ibk

2
(k = 1, 2, . . . , n). (1.10)

We obtain that

Sn(x) = c0 +
n∑

k=1

(
cke

ikx + c−ke
−ikx

)
=

n∑

k=−n

cke
ikx.

Taking into account (1.10) and formulas for the Fourier coefficients, we have

that for any integer k ≥ 0

ck =
1

2π

π∫

−π

f(x) cos kx dx − i

2π

π∫

−π

f(x) sin kx dx =
1

2π

π∫

−π

f(x)e−ikx dx.

Similarly, for any negative integer k

ck =
1

2π

π∫

−π

f(x)e−ikx dx.

Thus, the series (1.9), assigned to the function f , can be rewritten in the form

f(x) ∼
∞∑

n=−∞

cne
inx, where cn =

1

2π

π∫

−π

f(x)e−inx dx. (1.11)

We observe that c−n = cn, where the over-line means the complex conjugation,

that is, a+ b i = a − b i. In particular, eiϕ = e−iϕ,
∣∣eiϕ

∣∣2 = eiϕ · eiϕ =

eiϕ · e−iϕ = cos2 ϕ+ sin2 ϕ = 1, eiϕ 6= 0.

The Fourier series in the complex form can be defined for any complex-

valued 2π-periodic function f = u+iv integrable on [−π, π], that is, such that

u, v ∈ R[−π, π].

Definition 1.13. The system of functions
{
einϕ

}
, where n runs over the

set Z of all integers, and ϕ ∈ [−π, π], is called the exponential system.
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For complex-valued functions f, g defined on [−π, π] the scalar product is

given by the equality
π∫

−π

f(x)g(x) dx.

Proposition 1.14. The exponential system is orthogonal; more exactly,

π∫

−π

einxe−imx dx =

{
0, m 6= n,

2π, m = n.

Proof. Let m,n ∈ Z. Then, using the orthogonality of the trigonometric

system, we obtain

π∫

−π

einxe−imx dx =

π∫

−π

(cosnx+ i sinnx)(cosmx − i sinmx) dx

=

π∫

−π

(cos(n−m)x+ i sin(n−m)x) dx =

{
0, m 6= n,

2π, m = n.

Let

Tn(x) =
a0
2

+
n∑

k=1

(ak cos kx+ bk sin kx)

be a trigonometric polynomial, and let |an|+ |bn| > 0. In the complex form

Tn(x) =

n∑

k=−n

cke
ikx.

We have

Tn(x)e
inx =

n∑

k=−n

cke
i(n+k)x =

2n∑

m=0

c′meimx, where c′m = cm−n.

Thus, Tn(x) = e−inxP2n

(
eix
)
, where

P2n(z) =
2n∑

m=0

c′mzm, c′2n = c0 6= 0,
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is an algebraic polynomial of the degree 2n. Since e−inx 6= 0 for all x, we have

the following statement. Every trigonometric polynomial Tn of degree n has

at most 2n roots in (−π, π] .

Example 1.15. Find the complex Fourier series of the function f(x) = x

(−π < x < π).

Evaluate the Fourier coefficients:

c0 =
1

2π

π∫

−π

x dx = 0;

if an integer n 6= 0, then

cn =
1

2π

π∫

−π

xe−inx dx =
1

2π

[
u = x du = dx

dv = e−inx dx v = − 1
ine

−inx

]∣∣∣∣∣

π

−π

=
−1

2πin
xe−inx

∣∣∣∣
π

−π

+
1

2πin

π∫

−π

e−inx dx =
−1

2in

(
e−iπn + eiπn

)
= i

(−1)n

n
.

Thus,

x ∼ i
∑

n∈Z\{0}

(−1)n

n
einx (|x| < π).

Before we have constructed the Fourier series of this function in the real form:

x ∼ 2

∞∑

n=1

(−1)n+1

n
sinnx (|x| < π).

1.3. Functions of an arbitrary period

Let a function f be defined on the real line R. Assume that f has a period

T = 2L (L > 0). Set

ϕ(z) = f

(
Lz

π

)
(z ∈ R).

If z ranges in [−π, π], then x = Lz
π ranges in [−L,L]. The function ϕ has the

period 2π. If f ∈ R[−L,L], then ϕ ∈ R[−π, π]. Let

ϕ(z) ∼ a0
2

+
∞∑

n=1

(an cosnz + bn sinnz) , (1.12)
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where

an =
1

π

π∫

−π

ϕ(z) cosnz dz (n = 0, 1, . . . ),

bn =
1

π

π∫

−π

ϕ(z) sinnz dz (n = 1, 2, . . . ).

Now we change the variable z = πx/L. Then ϕ(z) = f(x). Instead of cosnz,

sinnz we have functions

1, cos
π

L
x, sin

π

L
x, . . . , cos

nπ

L
x, sin

nπ

L
x, . . . (1.13)

of the period 2L. Functions (1.13) form the trigonometric system with the

period 2L. They are orthogonal on [−L,L]. Further,

an =
1

L

L∫

−L

f(x) cos
nπ

L
xdx (n = 0, 1, . . . ), (1.14)

bn =
1

L

L∫

−L

f(x) sin
nπ

L
xdx (n = 1, 2, . . . ). (1.15)

Numbers an, bn defined by equalities (1.14) and (1.15) are called the Fourier

coefficients of the function f . The series

f(x) ∼ a0
2

+

∞∑

n=1

(
an cos

nπ

L
x + bn sin

nπ

L
x
)

is called the Fourier series of 2L-periodic function f . It can be formally

obtained from the series (1.12) by the substitution z = πx/L.

Example 1.16. The function f(x) = | sin x| is even and π-periodic, here

L = π
2
.

x

y

0−π π 2π 3π
b b b bb

1

Fig. 8. The graph of the function y = | sinx|.
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Its sine-Fourier coefficients bn = 0. We evaluate

a0 =
4

π

π
2∫

0

sinx dx =
4

π
(− cos x)

∣∣∣∣
π
2

0

=
4

π
,

an =
4

π

π
2∫

0

sinx cos 2nxdx = − 2

π

π
2∫

0

sin(2n− 1)x dx +
2

π

π
2∫

0

sin(2n+ 1)x dx

=
2

π

1

2n− 1
cos(2n− 1)x

∣∣∣∣
π
2

0

− 2

π

1

2n+ 1
cos(2n+ 1)x

∣∣∣∣
π
2

0

=
2

π

( −1

2n− 1
+

1

2n+ 1

)
= − 4

π

1

4n2 − 1
(n = 1, 2, . . . ).

Thus,

| sin x| ∼ 2

π
− 4

π

∞∑

n=1

1

4n2 − 1
cos 2nx.

Example 1.17. Find the Fourier series of the 2-periodic extension of the

function

f(x) = |x| (−1 ≤ x ≤ 1).

Here L = 1. We have already constructed the Fourier series of the function

ϕ(z) = |z| (−π ≤ z ≤ π):

|z| ∼ π

2
− 4

π

∞∑

k=1

1

(2k − 1)2
cos(2k − 1)z (|z| ≤ π).

Set z = πx
L = πx (−1 ≤ x ≤ 1). We obtain

|x| = 1

π
|πx| = 1

π
ϕ(πx) ∼ 1

π

(
π

2
− 4

π

∞∑

k=1

1

(2k − 1)2
cos(2k − 1)πx

)
.

Thus,

|x| ∼ 1

2
− 4

π2

∞∑

k=1

1

(2k − 1)2
cos(2k − 1)πx (|x| ≤ 1).
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Example 1.18. The periodic extension of the function

f(x) =





x, 0 ≤ x ≤ 1,

1, 1 < x < 2,

3− x, 2 ≤ x < 3,

defined on the interval [0, 3], is an even 3-periodic function. We find its Fourier

series, taking into account that L = 3
2 . We have bn = 0,

a0 =
2

3

3
2∫

− 3
2

f(x) dx =
4

3

1∫

0

x dx +
4

3

3
2∫

1

dx =
4

3
,

an =
4

3

1∫

0

x cos
2πnx

3
dx +

4

3

3
2∫

1

cos
2πnx

3
dx =

{
0, n = 3k,

− 9
2π2n2 , n 6= 3k.

Thus,

f(x) ∼ 2

3
− 9

2π2
cos

2πx

3

− 9

2π2

∞∑

k=1

(
1

(3k − 1)2
cos

2(3k − 1)πx

3
+

1

(3k + 1)2
cos

2(3k + 1)πx

3

)

(since the Fourier series obtained converges absolutely, we may put its terms

in pairs).

Example 1.19. Let

f(x) =

{
x, 0 ≤ x ≤ π

2 ,

π − x, π
2 ≤ x ≤ π,

and let g be the even extension of f on [−π, π]. We construct the Fourier series

of the function g on [−π, π]. Observe that g is π-periodic and g(x) = 1
2h(2x),

where h is a 2π-periodic extension of the function |x| (−π ≤ x ≤ π). We have

already found the Fourier series of this function,

h(x) ∼ π

2
− 4

π

∞∑

k=1

1

(2k − 1)2
cos(2k − 1)x.

Thus,

g(x) =
1

2
h(2x) ∼ π

4
− 2

π

∞∑

k=1

1

(2k − 1)2
cos 2(2k − 1)x.
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1.4. Orthogonal systems

Definition 1.20. A sequence Φ = {ϕn}∞n=0 of real-valued functions integrable

on an interval [a, b] is called an orthogonal system on [a, b] if

b∫

a

ϕm(x)ϕn(x) dx = 0 (m 6= n),

b∫

a

ϕ2
n(x) > 0 (n = 0, 1, . . . ).

If
b∫
a

ϕ2
n(x) dx = 1 (n = 0, 1, . . . ), then Φ is called an orthonormal system on

[a, b].

For any f ∈ R[a, b], the number

‖f‖2 =

√√√√√
b∫

a

f2(x) dx

is called the quadratic norm (or L2-norm) of f on [a, b].

The trigonometric system

1, cos x, sin x, . . . , cosnx, sinnx, . . .

is orthogonal on [−π, π]. The norms of these functions on [−π, π] are

‖1‖2 =
√
2π, ‖ cosnx‖2 = ‖ sinnx‖2 =

√
π.

The corresponding orthonormal system is

1√
2π

,
cosx√

π
,
sinx√

π
, . . . ,

cosnx√
π

,
sinnx√

π
, . . . . (1.16)

There are many different orthogonal systems used in mathematics. For

example, the Rademacher system

rn(x) = sign sin 2nπx (n = 0, 1, . . . )

is an orthonormal system on [0, 1]. The systems {sinnx}∞n=1, {cosnx}∞n=0 are

orthogonal systems on [0, π].
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Let Φ = {ϕn}∞n=0 be an orthogonal system on [a, b]. The Fourier coeffi-

cients of a function f ∈ R[a, b] are defined by the equalities

cn =
1

‖ϕn‖22

b∫

a

f(x)ϕn(x) dx (n = 0, 1, . . . ). (1.17)

We write

f(x) ∼
∞∑

n=0

cnϕn(x). (1.18)

The series at the right-hand side of (1.18) is called the Fourier series of f .

If {ϕn} is an orthonormal system, then

cn =

b∫

a

f(x)ϕn(x) dx (n = 0, 1, . . . ).

If f ∈ R[−π, π], then the Fourier coefficients of f with respect to the

normalized trigonometric system (1.16) are

ã0 =
1√
2π

π∫

−π

f(x) dx,

ãn =
1√
π

π∫

−π

f(x) cosnxdx, b̃n =
1√
π

π∫

−π

f(x) sinnxdx (n = 1, 2, . . . ).

They are different from the usual trigonometric coefficients. However, the

series with these coefficients in the system (1.16) is the usual Fourier series.

Let Φ = {ϕn} be an orthogonal system. We shall consider finite linear

combinations (polynomials with respect to the system Φ):

Pn(x) =
n∑

k=0

αkϕk(x) (αk ∈ R).

Lemma 1.21. We have the equality

‖Pn‖22 =
n∑

k=0

α2
k ‖ϕk‖22 . (1.19)
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Proof. Indeed,

P 2
n(x) =

n∑

k=0

αkϕk(x)
n∑

j=0

αjϕj(x) =
n∑

k=0

n∑

j=0

αkαjϕk(x)ϕj(x).

Thus, by orthogonality

b∫

a

P 2
n(x) dx =

n∑

k=0

α2
k

b∫

a

ϕ2
k(x) dx,

which is (1.19).

Remark 1.22. Equality (1.19) is a version of the Pythagorean identity

‖u+ v‖22 = ‖u‖22 + ‖v‖22 (u⊥v).

It is easy to show that if f⊥g, then

b∫

a

[f + g]2 dx =

b∫

a

f2(x) dx +

b∫

a

g2(x) dx.

It follows immediately from Lemma 1.21

Corollary 1.23. For any trigonometric polynomial

Tn(x) =
a0
2

+

n∑

k=1

(ak cos kx+ bk sin kx)

we have that
π∫

−π

T 2
n(x) dx = π

(
a20
2

+
n∑

k=1

(
a2k + b2k

)
)
.

In the case of an orthonormal system equality (1.19) becomes

b∫

a

P 2
n(x) dx =

n∑

k=0

α2
k. (1.20)

The quadratic (euclidean) distance between functions f, g ∈ R[a, b] is

defined by

‖f − g‖2 =

√√√√√
b∫

a

[f(x)− g(x)]2 dx
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(it is the infinite-dimensional counterpart of the euclidean distance).

Let Φ = {ϕn}∞n=0 be an orthogonal system on [a, b]. We consider the

approximation of a function f by the polynomials

Pn(x) =
n∑

k=1

αkϕk(x)

in the quadratic distance.

The next theorem contains the so called minimal property of the partial

sums of a Fourier series.

Theorem 1.24 (Gram). Let f ∈ R[a, b]. Between all polynomials Pn

of the degree not higher than n the best quadratic approximation ‖f − Pn‖2
is obtained if Pn is the nth partial sum

Sn(x) =
n∑

k=1

ckϕk(x)

of the Fourier series of f .

Proof. We may assume that Φ is an orthonormal system. Apply-

ing (1.20), we obtain

b∫

a

[
f(x)−

n∑

k=1

αkϕk(x)

]2
dx

=

b∫

a

f2(x) dx − 2
n∑

k=1

αk

b∫

a

f(x)ϕk(x) dx +
n∑

k=1

α2
k

=

b∫

a

f2(x) dx − 2
n∑

k=1

αkck +
n∑

k=1

α2
k

=

b∫

a

f2(x) dx −
n∑

k=1

c2k +

n∑

k=1

(αk − ck)
2
,

where ck are the Fourier coefficients. Clearly, the minimum of the right-hand

side is attained for αk = ck. In this case we have

b∫

a

[f(x)− Sn(x)]
2 dx =

b∫

a

f2(x) dx −
n∑

k=1

c2k. (1.21)
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Equality (1.21) is called the Bessel identity. Since the left-hand side of

this equality is non-negative, it implies the following result.

Theorem 1.25. Given an orthogonal system Φ = {ϕn} , for any function

f ∈ R[a, b] it holds that

∞∑

n=0

c2n ≤
b∫

a

f2(x) dx. (1.22)

Inequality (1.22) is called the Bessel inequality.

Remark 1.26. Equality (1.21) can be written as

b∫

a

[f(x)− Sn(x)]
2 dx =

b∫

a

f2(x) dx −
b∫

a

S2
n(x) dx.

It is the Pythagorean identity. It means that f − Sn ⊥Sn.

For the trigonometric system the Bessel inequality (1.22) has the form

a20
2

+
∞∑

n=1

(
a2n + b2n

)
≤ 1

π

π∫

−π

f2(x) dx.

It follows that the series at the left-hand side converges. Then, by virtue of

the necessary condition of the convergence of a numerical series, its terms

tend to zero. Thus, we obtain the following statement.

Lemma 1.27 (Riemann – Lebesgue). For any function f ∈ R[−π, π]

its Fourier coefficients an, bn tend to zero as n → ∞.

1.5. Integral representation of partial sums

Let f be a function with period 2π, integrable in [−π, π]. We consider its

Fourier series and we denote by Sn(x) its partial sum

Sn(x) =
a0
2

+
n∑

k=1

(ak cos kx+ bk sin kx) . (1.23)
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The Fourier coefficients ak and bk are defined by equalities

ak =
1

π

π∫

−π

f(t) cos kt dt (k = 0, 1, . . . ),

bk =
1

π

π∫

−π

f(t) sin kt dt (k = 1, 2, . . . ).

Putting these expressions in (1.23), we obtain

Sn(x) =
1

2π

π∫

−π

f(t) dt

+
n∑

k=1


 1

π

π∫

−π

f(t) cos kt dt cos kx+
1

π

π∫

−π

f(t) sin kt dt sin kx




=
1

π

π∫

−π

f(t)

[
1

2
+

n∑

k=1

(cos kt cos kx+ sin kt sin kx)

]
dt

=
1

π

π∫

−π

f(t)

[
1

2
+

n∑

k=1

cos k(t− x)

]
dt.

Denote

Dn(u) =
1

2
+

n∑

k=1

cos ku. (1.24)

The function Dn(u) is 2π-periodic (as a sum of 2π-periodic functions).

We have

Sn(x) =
1

π

π∫

−π

f(t)Dn(t− x) dt.

Substituting the variable t = x+ u (x is fixed), we get

Sn(x) =
1

π

π−x∫

−π−x

f(x+ u)Dn(u) du.
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Since the integrand is a function of period 2π, we have

Sn(x) =
1

π

π∫

−π

f(x+ u)Dn(u) du. (1.25)

This is the integral representation of the partial sum (Dirichlet’s formula).

The functionDn(u) is called Dirichlet’s kernel. It is an even trigonometric

polynomial of degree n. Integrating (1.24) over [−π, π], we obtain that

1

π

π∫

−π

Dn(u) du = 1.

We will derive a concise form of Dirichlet’s kernel. For this, we multiply both

sides of (1.24) by 2 sin u
2 and we obtain

2 sin
u

2
Dn(u) = sin

u

2
+ 2

n∑

k=1

sin
u

2
cos ku.

Using the equality

2 sinα cosβ = sin(α+ β) + sin(α − β),

we have

2 sin
u

2
cos ku = sin

(
k +

1

2

)
u− sin

(
k − 1

2

)
u.

This yields

2 sin
u

2
Dn(u) = sin

(
n+

1

2

)
u.

Thus, for 0 < |u| ≤ π

Dn(u) =
sin
(
n+ 1

2

)
u

2 sin u
2

. (1.26)

We observe that the points u = 2kπ, where the denominator vanishes, are

removable points of discontinuity.

1.6. Pointwise convergence of Fourier series

Lemma 1.28. Let g ∈ R[0, π]. Then

lim
n→∞

π∫

0

g(t) sin

(
n+

1

2

)
t dt = 0.
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Proof. We define two functions

h1(t) =

{
g(t) cos t

2 , 0 ≤ t ≤ π,

0, −π ≤ t < 0
and h2(t) =

{
g(t) sin t

2 , 0 ≤ t ≤ π,

0, −π ≤ t < 0.

Since h1, h2 ∈ R[−π, π], then

π∫

0

g(t) sin

(
n+

1

2

)
t dt

=

π∫

0

g(t) cos
t

2
sinnt dt+

π∫

0

g(t) sin
t

2
cosnt dt

=

π∫

−π

h1(t) sinnt dt +

π∫

−π

h2(t) cosnt dt.

By the Riemann – Lebesgue Lemma (Lemma 1.27), each of the last two

integrals tends to zero as n → ∞.

Theorem 1.29 (Dirichlet). Let f ∈ PS be a 2π-periodic piecewise

smooth function. Then for any x ∈ R the Fourier series of f converges to the

value

S(x) =
f(x−) + f(x+)

2
.

Proof. We have

Sn(x) =
1

π

π∫

−π

f(x+ t)Dn(t) dt

=
1

π




π∫

0

f(x+ t)Dn(t) dt +

0∫

−π

f(x+ t)Dn(t) dt


 .

Changing the variable t = −u in the last integral and taking into account

that the Dirichlet kernel Dn(t) is even, we obtain

Sn(x) =
1

π

π∫

0

[f(x+ t) + f(x− t)]Dn(t) dt.
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Further, since Dn is even and 1
π

π∫
−π

Dn(t) dt = 1, we have

1

π

π∫

0

Dn(t) dt =
1

2
.

Thus,

Sn(x)−S(x) =
1

π

π∫

0

[f(x+t)−f(x+)]Dn(t) dt+
1

π

π∫

0

[f(x−t)−f(x−)]Dn(t) dt

=
1

π

(
I(1)n (x) + I(2)n (x)

)
.

We will show that I
(1)
n (x), I

(2)
n (x) → 0 as n → ∞.

We set (x is fixed)

g(t) =
f(x+ t)− f(x+)

2 sin t
2

(t ∈ (0, π]).

The function g is piecewise continuous in (0, π]. Moreover, since the limit

λ = lim
t→0+

f ′(x + t)

exists and is finite, applying L’Hospital’s rule, we obtain that

lim
t→0+

g(t) = lim
t→0+

f ′(x + t)

cos t
2

= λ.

Thus, g is piecewise continuous in [0, π] and therefore g is integrable in [0, π].

By Lemma 1.28,

I(1)n (x) =

π∫

0

g(t) sin

(
n+

1

2

)
t dt → 0 (n → ∞).

Similarly, I
(2)
n (x) → 0 (n → ∞). Thus,

Sn(x) → S(x) (n → ∞).

Corollary 1.30. Assume that f is a 2π-periodic piecewise continuous

function. If f is differentiable at a point x0, then the Fourier series of f

converges to f (x0) at the point x0.
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Indeed, in the proof of Theorem 1.29 we used only the fact that g(t) has

a finite limit as t → 0+ (and, similarly,

f (x0 − t)− f (x0−)

2 sin t
2

has a finite limit as t → 0+).

Example 1.31. The function f(x) = | sin x| is piecewise smooth and

continuous. Therefore it satisfies the conditions of the Dirichlet Theorem

(Theorem 1.29). By this theorem, its Fourier series converges to the function

at every point. We have constructed this series before (cf. Example 1.16).

Thus, we have the equality

| sin x| = 2

π
− 4

π

∞∑

n=1

1

4n2 − 1
cos 2nx (x ∈ R).

Taking x = 0, we obtain

1

2
=

∞∑

n=1

1

4n2 − 1
.

Example 1.32. The function f(x) = sign sinx is piecewise smooth and

therefore it satisfies the conditions of the Dirichlet Theorem (Theorem 1.29).

It follows from this theorem that its Fourier series converges to the function

at every point. This Fourier series was constructed before (Example 1.10),

and thus we have the following equality

sign sinx =
4

π

∞∑

k=1

1

2k − 1
sin(2k − 1)x (x ∈ R).

In particular, for x = π
2 we have

π

4
=

∞∑

k=1

(−1)k−1

2k − 1
.

Example 1.33. Let f(x) = x2 (x ∈ [−π, π]). Then

x2 ∼ π2

3
+ 4

∞∑

n=1

(−1)n

n2
cosnx.
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The 2π-periodic extension of this function has finite one-sided derivatives at

the point x = π. Therefore f ∈ PS and f is continuous on R. By Dirichlet’s

Theorem (Theorem 1.29), the Fourier series of f converges to f(x) at every

point x ∈ R. Thus, we obtain

x2 =
π2

3
+ 4

∞∑

n=1

(−1)n

n2
cosnx (|x| ≤ π).

In particular, for x = π we have

π2 =
π2

3
+ 4

∞∑

n=1

(−1)n

n2
cosnπ =

π2

3
+ 4

∞∑

n=1

1

n2
.

This implies the following useful equality

∞∑

n=1

1

n2
=

π2

6
.

Putting x = 0, we obtain one equality more

∞∑

n=1

(−1)n−1

n2
=

π2

12
.

Example 1.34. We have constructed above the Fourier series for the 2π-

periodic extension of the function f(x) = |x| (−π ≤ x ≤ π) (Example 1.9).

As in the preceding example, it is easy to see that this series converges to

f(x) at every point x ∈ R. Thus, we have the equality

|x| = π

2
− 4

π

∞∑

k=1

1

(2k − 1)2
cos(2k − 1)x (|x| ≤ π).

Taking x = 0, we obtain that

π2

8
=

∞∑

k=1

1

(2k − 1)2
.

We have already observed that two 2π-periodic functions f, g ∈ R[−π, π],

which differ at a finite number of points of the interval [−π, π], have the same

Fourier coefficients. The following theorem enable us to obtain the converse

statement for piecewise smooth functions.
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Theorem 1.35. Assume that all corresponding Fourier coefficients of 2π-

periodic functions f, g ∈ PS coincide. Then f(x) = g(x) everywhere on

[−π, π], with a possible exception of a finite number of points in this interval.

Proof. Indeed, on the interval [−π, π] there exists at most finite number

of points in which at least one of the functions f or g doesn’t have a derivative.

By Corollary 1.30, at every point x0 ∈ [−π, π], at which both the functions

f and g are differentiable, their Fourier series converge to f (x0) and g (x0),

correspondingly. Since the Fourier series of the functions f and g coincide,

then f (x0) = g (x0).

1.7. Uniform convergence of Fourier series

1.7.1. Differentiation of Fourier series

In what follows we admit that a function may not be defined at a finite number

of points of [−π, π].

Let a 2π-periodic function f ∈ PS. Then f ′ ∈ PC and thus f ′ ∈ R[−π, π].

Let

f(x) ∼ a0
2

+
∞∑

n=1

(an cosnx+ bn sinnx) , (1.27)

f ′(x) ∼ a′0
2

+

∞∑

n=1

(a′n cosnx+ b′n sinnx) . (1.28)

We consider the following question. Can the series (1.28) be obtained by

term-by-term differentiation of the series (1.27)? In other words, is it true

that a′0 = 0, a′n = nbn, b′n = −nan?

Generally, the answer is negative. Indeed, before we have constructed the

Fourier series of the function sign sinx:

sign sinx ∼ 4

π

∞∑

k=1

1

2k − 1
sin(2k − 1)x.

Differentiating term by term, we obtain the series

4

π

∞∑

k=1

cos(2k − 1)x.
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This series is not the Fourier series of f ′(x) = 0; actually, it is not a Fourier

series of any function, since its coefficients do not tend to zero.

Such example is possible only because the function has points of disconti-

nuity. Indeed, the following theorem holds.

Theorem 1.36. Assume that 2π-periodic function f ∈ PS is continuous

on R. If

f(x) ∼ a0
2

+

∞∑

n=1

(an cosnx+ bn sinnx)

is the Fourier series of f , then the Fourier series of f ′ is given by

f ′(x) ∼
∞∑

n=1

(−nan sinnx+ nbn cosnx) .

Proof. Since f ∈ C, then f(−π) = f(π). Therefore, by virtue of the

Fundamental Theorem of Calculus (Theorem 10),

a′0 =
1

π

π∫

−π

f ′(x) dx =
1

π
[f(π)− f(−π)] = 0.

Further, integrating by parts, we have

a′n =
1

π

π∫

−π

f ′(x) cosnxdx

=
1

π


f(x) cosnx|π−π + n

π∫

−π

f(x) sinnxdx


 = nbn.

Similarly,

b′n =
1

π

π∫

−π

f ′(x) sinnxdx

=
1

π


f(x) sinnx|π−π − n

π∫

−π

f(x) cosnxdx


 = −nan.

Remark 1.37. As it was shown by the example considered before Theo-

rem 1.36, the condition of continuity in this theorem cannot be omitted.
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1.7.2. Uniform convergence

Theorem 1.38. Let f be a 2π-periodic continuous and piecewise smooth

function. Then the Fourier series of f converges uniformly and absolutely to

the function f on the real line R.

Proof. Let

f(x) ∼ a0
2

+
∞∑

n=1

(an cosnx+ bn sinnx) .

First we shall show that
∞∑

n=1

(|an|+ |bn|) < ∞. (1.29)

By the Theorem on differentiation of Fourier series (Theorem 1.36),

f ′(x) ∼
∞∑

n=1

(nbn cosnx− nan sinnx) .

Thus,

an = − 1

n
b′n, bn =

1

n
a′n,

where a′n, b
′
n are the Fourier coefficients of the derivative f ′. By the Cauchy

inequality (Theorem 21), this implies that for any natural N

N∑

n=1

|an| =
N∑

n=1

|b′n|
n

≤
(

N∑

n=1

1

n2

)1/2( N∑

n=1

(b′n)
2

)1/2

.

Further, since f ′ ∈ R[−π, π], then, by Bessel’s inequality (1.22),

(
N∑

n=1

(b′n)
2

)1/2

≤


 1

π

π∫

−π

(f ′(x))
2
dx




1/2

.

Also, the series
∞∑

n=1

1

n2

converges. Denoting its sum by C0, we obtain that for any N

N∑

n=1

|an| ≤ C1




π∫

−π

(f ′(x))
2
dx




1/2

,
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where C1 =
√
C0/π. Letting N tend to infinity, we get

∞∑

n=1

|an| ≤ C1 ‖f ′‖2 .

Similarly,
∞∑

n=1

|bn| ≤ C1 ‖f ′‖2 .

Thus, we obtained (1.29). Further,

|an cosnx+ bn sinnx| ≤ |an|+ |bn|

for any x ∈ R. Applying this inequality, (1.29), and the Weierstrass M−test

of the uniform convergence, we obtain that the Fourier series of f converges

uniformly and absolutely on R. By Dirichlet’s Theorem (Theorem 1.29), for

any x this series converges to f(x).

Remark 1.39. If f is piecewise smooth, but has jumps, then the Fourier

series of f doesn’t converge uniformly (otherwise f would be continuous).

However, the following theorem holds.

Theorem 1.40. Let 2π-periodic function f ∈ PS. Then the Fourier series

of f converges to f uniformly on any closed interval which does not contain

any point of discontinuity of f .

However, if f has jumps, its Fourier series cannot converge absolutely in

some interval. This fact is well known in the Theory of trigonometric series.

1.7.3. Term-by-term integration of Fourier series

Remind that a piecewise continuous function may not be continuous.

Theorem 1.41. Let f be a 2π- periodic piecewise continuous function on

R and let

f(x) ∼ a0
2

+
∞∑

n=1

(an cosnx+ bn sinnx) .

Then for any x ∈ [−π, π]

x∫

0

f(t) dt =
a0
2
x + C +

∞∑

n=1

(
an
n

sinnx− bn
n

cosnx

)
,
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where C is a constant and the series at the right hand side converges uniformly

on R.

Proof. Set ϕ(x) = f(x) − a0

2 . Then

π∫

−π

ϕ(t) dt = 0.

Further, set

Φ(x) =

x∫

0

ϕ(t) dt (x ∈ [−π, π]).

Then Φ is continuous and piecewise smooth on [−π, π]. Besides,

Φ(π) − Φ(−π) =

π∫

−π

ϕ(t) dt = 0,

and therefore Φ can be extended to R as a 2π-periodic continuous piecewise

smooth function. Let

Φ(x) ∼ A0

2
+

∞∑

n=1

(An cosnx+Bn sinnx) .

By the theorem on term-by-term differentiation of Fourier series (Theorem 1.36),

Φ′(x) ∼
∞∑

n=1

(−nAn sinnx+ nBn cosnx) .

But Φ′(x) = ϕ(x) everywhere in [−π, π] except a finite number of points.

Moreover,

ϕ(x) ∼
∞∑

n=1

(an cosnx+ bn sinnx) .

Thus, An = − bn
n , Bn = an

n . We have also that Φ(0) = 0 and the Fourier

series of Φ converges uniformly on R to Φ. Thus,

Φ(x) =
A0

2
+

∞∑

n=1

(
an
n

sinnx− bn
n

cosnx

)

for any x. Taking x = 0, we get

A0

2
=

∞∑

n=1

bn
n
.
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Corollary 1.42. If 2π-periodic function f is continuous on R and a0 = 0,

an = bn = 0, then f(x) ≡ 0.

Indeed,
x∫
0

f(t) dt = 0; differentiating, we get that f(x) = 0 for each x.

Corollary 1.42 represents the so called uniqueness property. It can be

also formulated as follows.

If two continuous 2π-periodic functions have the same Fourier coefficients,

then these functions coincide everywhere.

1.8. Complete orthogonal systems

Let fn be a sequence of continuous functions defined on an interval [a, b]. We

say that this sequence mean square converges on [a, b] to a function f ∈ R[a, b]

if ‖fn − f‖2 → 0 as n → ∞. We say that a series of functions
∞∑

n=0
un(x) mean

square converges on [a, b] to a function f ∈ R[a, b] if the sequence of its partial

sums fn(x) =
n∑

k=0

uk(x) mean square converges to f on [a, b].

Definition 1.43. An orthogonal system {ϕn}∞n=0 is said to be complete

if for any continuous function f its Fourier series
∞∑

n=0
cnϕn(x) mean square

converges to f .

Theorem 1.44. An orthonormal system is complete if and only if for any

continuous function f

∞∑

n=0

c2n =

b∫

a

f2(x) dx. (1.30)

Proof. Let {ϕn}∞n=0 be an orthonormal system, let cn be the Fourier

coefficients of a continuous function f , and let Sn be the partial sums of

the Fourier series of f with respect to this system. Rewrite the Bessel iden-

tity (1.21) in the following form

‖f − Sn‖22 = ‖f‖22 −
n∑

k=0

c2k.

It follows that the condition ‖f − Sn‖2 → 0 is equivalent to (1.30).
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Equality (1.30) is called Parseval’s equality. This is an infinite-dimensional

counterpart of Pythagorean Theorem.

Theorem 1.45. Let Φ = {ϕn}∞n=0 be a complete orthogonal system. If a

continuous function f is orthogonal to each ϕn (n = 0, 1, . . . ), then f(x) = 0

for all x ∈ [a, b].

Proof. We may assume that ‖ϕn‖2 = 1 for all n. The Fourier coefficients

of f are equal to zero. Thus, by Parseval’s equality (1.30),

b∫

a

f2(x) dx = 0.

Since f is continuous, this implies that f(x) = 0 for all x ∈ [a, b].

Remark 1.46. The inverse statement also is true: if there is no nonzero

continuous function orthogonal to all the functions ϕn, then {ϕn} is complete.

The proof is out of the scope of this course.

Theorem 1.47 (uniqueness). Let Φ = {ϕn} be a complete orthogonal

system. If two continuous functions have the same Fourier coefficients with

respect to Φ, then these functions are identical on [a, b].

Indeed, the difference of these functions is orthogonal to each ϕn, and

therefore this difference is identically equal to zero.

1.9. Cesaro summation of Fourier series

Let f ∈ R[−π, π] be a 2π-periodic function. Let

f(x) ∼ a0
2

+
∞∑

n=1

(an cosnx+ bn sinnx) (1.31)

be its Fourier series and let Sn(x) be the partial sums of the series (1.31). By

Dirichlet’s formula (1.25),

Sn(x) =
1

π

π∫

−π

f(x+ t)Dn(t) dt, (1.32)
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where

Dn(t) =
1

2
+ cos t+ · · · + cosnt, D0(t) =

1

2
,

is the Dirichlet kernel. Remind that (see (1.26))

Dn(t) =
sin
(
n+ 1

2

)
t

2 sin t
2

. (1.33)

We consider the arithmetic means

σn(x) =
S0(x) + · · · + Sn(x)

n+ 1

(they are called Fejér means of the order n of the function f). We shall derive

an integral representation for σn(x). By (1.32), we have that

σn(x) =
1

π

π∫

−π

f(x+ t)Fn(t) dt,

where

Fn(t) =
D0(t) + · · · +Dn(t)

n+ 1
.

The function Fn is a trigonometric polynomial of the degree n. It is called

the Fejér kernel of the order n. We shall derive a concise formula for it.

By (1.33), we have

Fn(t) =
1

2(n+ 1) sin t
2

[
sin

t

2
+ · · · + sin

(
n+

1

2

)
t

]
.

Denote

Φn(t) =
n∑

k=0

sin

(
k +

1

2

)
t.

Multiplying by 2 sin t
2 and using the equality

2 sin

(
k +

1

2

)
t sin

t

2
= cos kt− cos(k + 1)t,

we obtain

2 sin
t

2
Φn(t) =

n∑

k=0

[cos kt− cos(k + 1)t]

= 1− cos(n+ 1)t = 2 sin2(n+ 1)
t

2
.



56 1. FOURIER SERIES

Thus,

Fn(t) =
1

2(n+ 1)

(
sin(n+ 1) t2

sin t
2

)2

.

It is easy to see that Fn has the following properties.

(1) Fn is even and non-negative.

(2) 1
π

π∫
−π

Fn(t) dt = 1.

(3) Fn(t) ≤ n+1
2 .

(4) Fn(t) ≤ 1
2(n+1) sin2 δ

2

(0 < δ ≤ t ≤ π) and thus

µn(δ) = max
δ≤t≤π

Fn(t) → 0 (n → ∞) for any δ > 0.

Theorem 1.48 (Fejér). Let f ∈ R[−π, π] be a 2π-periodic function.

Assume that at a point x the function f has one-sided limits f(x+) и f(x−).

Then

σn(x) →
f(x+) + f(x−)

2
(n → ∞).

Proof. Since Fn is even, we have

σn(x) =
1

π

π∫

−π

f(x+ t)Fn(t) dt =
1

π

π∫

0

[f(x+ t) + f(x− t)]Fn(t) dt.

We may assume that

f(x) =
f(x+) + f(x−)

2
.

Since

2

π

π∫

0

Fn(t) dt = 1,

we obtain that

σn(x) − f(x) =
1

π

π∫

0

ϕx(t)Fn(t) dt,

where

ϕx(t) = f(x+ t) + f(x− t)− 2f(x).

We have

ϕx(t) → 0 (t → 0+).
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Let ε > 0. There exists a number δ = δ(ε) > 0 such that

|ϕx(t)| < ε (0 ≤ t ≤ δ).

Taking into account that Fn ≥ 0, we have

|σn(x)− f(x)| ≤ 1

π




δ∫

0

|ϕx(t)|Fn(t) dt +

π∫

δ

|ϕx(t)|Fn(t) dt




≤ ε

π

π∫

0

Fn(t) dt +
µn(δ)

π

π∫

0

|ϕx(t)| dt,

where µn(δ) = max
δ≤t≤π

Fn(t).

We observe that

1

π

π∫

0

Fn(t) dt =
1

2

and

1

π

π∫

0

|ϕx(t)| dt ≤
1

π

π∫

0

(|f(x+ t)|+ |f(x− t)|) dt + 2|f(x)|

=
1

π

π∫

−π

|f(u)| du + 2|f(x)| = Mx.

Thus,

|σn(x) − f(x)| ≤ ε

2
+Mxµn(δ).

Since µn(δ) → 0 (n → ∞), there exists N = N(ε, x) such that

Mxµn(δ) <
ε

2
(n ≥ N).

It follows that

|σn(x) − f(x)| < ε (n ≥ N).

Corollary 1.49. Let f be a 2π-periodic piecewise continuous function.

Then at every point x ∈ R the Fourier series of f is summable by the method

of arithmetic means to the sum

f(x+) + f(x−)

2
.
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Corollary 1.50. Let f ∈ R[−π, π] be a 2π-periodic function. Assume

that at a point x the function f has one-sides limits f(x±). If the Fourier

series of f converges at a point x, then its sum is equal to

f(x+) + f(x−)

2
.

In particular, if the Fourier series converges at a point of continuity of f , then

its sum is f(x).

Theorem 1.51 (Fejér). Let f be a 2π-periodic continuous function on

R. Then the arithmetic means σn(x) of the Fourier series of f converge to f

uniformly on R.

This theorem is proved by the same scheme as Theorem 1.48. We have to

observe only that, by virtue of the uniform continuity of the function f , we

can choose a number δ(ε) independent of x.

One of important applications of Theorem 1.51 is the classical Weierstrass

Theorem on approximation by trigonometric polynomials.

Theorem 1.52 (Weierstrass). Let f be a 2π-periodic continuous func-

tion on R. Then for any ε > 0 there exists a trigonometric polynomial T such

that

|f(x)− T (x)| < ε for all x ∈ R.

Indeed, by Theorem 1.51, the arithmetic means σn converge uniformly to

the function f . Therefore for a sufficiently big n we can take σn as T .

Theorem 1.51 yields also the property of completeness of trigonometric

system.

Theorem 1.53. Let f be a 2π-periodic continuous function on R. Then

the Fourier series of f mean square converges to f , that is

π∫

−π

[f(x)− Sn(x)]
2 dx → 0 (n → ∞).

Proof. Let ε > 0. By Theorem 1.51, there exists a number N such that

|f(x)− σn(x)| <
√

ε

2π
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for all n ≥ N and all x ∈ R. Then, by virtue of the minimal property of the

partial sums Sn of a Fourier series (see Theorem 1.24),

π∫

−π

[f(x)− Sn(x)]
2
dx ≤

π∫

−π

[f(x) − σn(x)]
2
dx < ε (n ≥ N).

Remark 1.54. Theorem 1.53 remains true if f is merely integrable in

[−π, π]. For the proof it is sufficient to apply Theorem 13 on approximation

of an integrable function by continuous functions.

Another formulation of Theorem 1.53 is:

The trigonometric system is complete.
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Exercises to Chapter 1

1.1. Construct the graphs of the following periodic functions.

1.1.a. f(x) = x (−1 < x < 1), f(x+ 2) = f(x).

1.1.b. f(x) =

{
0, −π < x < 0,

cosx, 0 < x < π,
f(x+ 2π) = f(x).

1.1.c. f(x) =

{
0, −π < x < 0,

2, 0 < x < 2π,
f(x+ 3π) = f(x).

1.2. Evaluate the Fourier coefficients of the given functions. All functions

assume to be 2π-periodic. Construct the graphs of these functions.

1.2.a. f(x) = x (−π < x < π).

1.2.b. f(x) = x2 (−π < x < π).

1.2.c. f(x) =

{
0, −π < x < 0,

1, 0 < x < π.

1.2.d. f(x) = x (0 < x < 2π).

1.3. Find the Fourier series of the following functions. Sketch the graphs

of their periodic extensions.

1.3.a. f(x) = |x| (−1 < x < 1).

1.3.b. f(x) =

{
−3, −2 < x < 0,

3, 0 < x < 2.

1.4. Construct the periodic extensions of the following functions.

1.4.a. f(x) = x (−1 < x ≤ 1).
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1.4.b. f(x) = x (−1 ≤ x < 1).

1.4.c. f(x) = x2 (−1 ≤ x ≤ 1).

1.4.d. f(x) = x3 (−2 < x ≤ 2).

1.5. Find the cosine- and sine-series for the following functions. Sketch

the graphs of the odd and even extensions and their periodic extensions.

1.5.a. f(x) = 1 on (0, a).

1.5.b. f(x) = x on (0, a).

1.5.c. f(x) = sinx on (0, 1).

1.5.d. f(x) = sinx on (0, π).

1.6. Find the Fourier series of the following functions.

1.6.a. f(x) = x on (−2, 2).

1.6.b. f(x) =

{
x, − 1

2 < x < 1
2 ,

1− x, 1
2 < x < 3

2 .

1.7. Find the Fourier series of the function (cosx)n.

1.8.a. Prove that the system of functions
{√

(1/π) sin
(
n+ 1

2

)
x
}∞

n=0
is

orthogonal on [−π, π].

1.8.b. Using this result and Bessel’s inequality, give an alternative proof of

the equality

lim
n→∞

1

2π

π∫

−π

f(x) sin

(
n+

1

2

)
x dx = 0 (f ∈ R[−π, π]).
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1.9. Applying Bessel’s inequality to the system
{√

2/π sinnx
}∞

n=1
,

show that
∞∑

n=1

B2
n ≤ 2

π

π∫

0

f2(x) dx,

where

Bn =
2

π

π∫

0

f(x) sinnxdx.

1.10. Let f(x) = π−x
2 (0 < x < 2π). For any n ∈ N, find a trigonometric

polynomial Tn of degree n, which minimizes the norm

‖f − Tn‖2 =




2π∫

0

[f(x)− Tn(x)]
2
dx




1/2

.

1.11. Let f be a continuous 2π-periodic function. For arbitrary α, β, γ,

set

F (α, β, γ) =
1

π

π∫

−π

[f(x)− α − β cosx− γ cos 10x]2 dx.

Prove that F attains its minimum at one and only one point (α0, β0, γ0), and

find this point if:

1.11.a. f(x) = cos2 x;

1.11.b. f(x) = x2;

1.11.c. f(x) = sinx;

1.11.d. f(x) = 1− 2 cosx;

1.11.e. f(x) = |x|;
1.11.f . f(x) = | sin x|.

1.12. The same for

F (α, β, γ) =
1

π

π∫

−π

[x− α − β cosx− γ sin 2x]
2
dx.

1.13. Assume that 2π-periodic continuous function f is such that for any

n ∈ N there exist numbers αn, βn such that

π∫

−π

[f(x)− αn − βn sinx]
2
dx ≤ 1

n
.
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Determine f .

1.14. Assume that 2π-periodic continuous function f is such that for any

n ∈ N there exist numbers αn, βn, γn such that

π∫

−π

[f(x)− αn − βn cosx− γn sinx]
2 dx ≤ 1

n
.

Determine f .

1.15. Let a function f be Riemann integrable on [a, b]. Evaluate:

1.15.a. lim
n→∞

b∫
a

f(x) cos2 nxdx;

1.15.b. lim
n→∞

b∫
a

f(x) cos3 nxdx.

1.16. Prove that absolute values of all extrema (maximums and mini-

mums) of the Dirichlet kernel Dn are not smaller than 1
2
. Prove that there are

exactly 2n points of the local extrema of Dn in the half-open interval (−π, π].

1.17. Let f be piecewise smooth on an interval (0, a). Prove that the

cosine-series and the sine-series of f at a point x0 converge to f(x0) if x0 is

a point of continuity of f , and both converge to 1
2 [f(x0+) + f(x0−)] if f is

discontinuous at x0.

1.18. We say that f has the right derivative at a point x0 if there exists

lim
x→x0+

f(x) − f(x0+)

x − x0
.

We say that f has the left derivative at a point x0 if there exists

lim
x→x0−

f(x)− f(x0−)

x− x0
.

Prove the following theorem.

Theorem. Assume that 2π-periodic function f is piecewise continuous.

If f has the both right and left derivatives at a point x0, then the Fourier

series of f at x0 converges to 1
2
[f(x0+) + f(x0−)].

1.19. Show that the Fourier series of the function 3
√
x on the interval

(−π, π) converges to 3
√
x for all x in (−π, π).

1.20. Lipschitz functions. A function f is called a Lipschitz function of

the order α > 0 at a point x0 if on some open interval containing x0 there
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holds the inequality

|f(x) − f(x0)| ≤ C|x − x0|α,

where C is a positive constant. 1

1.20.a. Show that f(x) = x1/3 is a Lipschitz function of the order 1/3 at

the point 0.

1.20.b. Let f(x) = x cos(1/x) for x 6= 0 and f(0) = 0. Show that the

function f is Lipschitz of the order 1 at the point 0.

1.20.c. Show that, if f is differentiable at a point x0, then it is a Lipschitz

function of the order 1 at the point x0.

1.20.d. Show that the functions in 1.20.a and 1.20.b are Lipschitz at every

point x (the order may be different for different x).

1.21. Evaluate

1.21.a.

π∫

−π

Dn(t) sin 100t dt;

1.21.b.

π∫

−π

Dn(t) cos 100t dt.

1.22. Evaluate 1
π

π∫
−π

D2
n(t) dt for n = 100.

1.23. Let g(t) =

{
sin(t/2)

t , t 6= 0,

1/2, t = 0.

Find lim
n→∞

1
π

π∫
−π

Dn(t)g(t) dt.

1.24. Let f(x) = 1− x2 (x ∈ [−π, π]).

1.24.a. Evaluate a0, an, bn (n ∈ N).

1.24.b. Find the sums of the Fourier series of the function f at the points

x = 5π and x = 6π.

1.25. Find the Fourier series of 1-periodic function

f(x) =

{
x− [x], x /∈ Z,
1
2
, x ∈ Z.

1We say also that f satisfies Hölder condition of the order α.
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Find the sums of the Fourier series at the points x = 5, x = 3, and x = 1, 5.

1.26.a. Show that

∞∑

n=1

sinnx

n
=

π − x

2
(0 < x < 2π).

1.26.b. Evaluate
∞∑

n=1
sinnx/n for −2π < x < 0.

1.26.c. Prove that

π

4
− x

2
=

∞∑

k=1

sin 2kx

2k
(0 < x < π).

1.26.d. Show that exercises 1.26.a and 1.26.c yield the equality

π

4
=

∞∑

k=1

sin(2k − 1)x

2k − 1
(0 < x < π).

1.26.e. Find the Fourier series of the function π
4 sign x (|x| < π). Prove the

equality from exercise 1.26.d, using this series and Dirichlet’s theorem 1.29.

1.27. Let f1(x) = x (x ∈ (−π, π]). Find the Fourier series of f1.

1.28. Using exercise 1.27 and integration, find the Fourier series of the

following functions (formulate the theorem on integration of Fourier series and

verify its conditions)

1.28.a. f2(x) = x2 (x ∈ (−π, π]);

1.28.b. f3(x) = x3 (x ∈ (−π, π]);

1.28.c. f4(x) = x4, (x ∈ (−π, π]).

1.29. Using the Fourier series of the function f2 from the exercise 1.28.a,

evaluate

1.29.a.
∞∑

n=1

1

n2
;

1.29.b.
∞∑

n=1

(−1)n

n2
.
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1.30. Let f be a 2π-periodic function. Assume that f ∈ Cr(R) (r ≥ 1)

(that is, f has a continuous derivative f (r)). Prove that

|an(f)|+ |bn(f)| =
1

nr

(∣∣∣an
(
f (r)

)∣∣∣+
∣∣∣bn
(
f (r)

)∣∣∣
)

for any n ≥ 1.

1.31. Let f be a 2π-periodic continuously differentiable function. Prove

that

max
x∈R

|f(x) − Sn(x)| =
εn√
n

(n ≥ 1),

where εn → 0 as n → ∞ (Sn(x) denotes the nth partial sum of the Fourier

series of f).

1.32. Let f ∈ Cr(R) (r ≥ 1) be a 2π-periodic function. Prove that

max
x∈R

|f(x)− Sn(x)| =
εn

nr−1/2
(n ≥ 1),

where ε → 0 as n → ∞.

1.33.a. Prove that the series

∞∑

n=1

sinnx

n3

converges uniformly on R.

1.33.b. Let f(x) be the sum of this series. Is this series the Fourier series

of the function f ?

1.33.c. Prove that f ∈ C1(R), and the Fourier series of f ′ can be obtained

by the term-by-term differentiation of the initial series.

1.33.d. Show that f ′ is piecewise smooth and continuous, and

f ′′(x) = −
∞∑

n=1

sinnx

n
(x ∈ (0, 2π))

(apply the theorem on term-by-term integration to the series on the right-hand

side and exercise 1.26.a).

1.33.e. Determine f .

1.34. Prove that if f is piecewise continuous on (a, b) and ‖ f ‖2 = 0,

then f(x) = 0, with a possible exception of a finite number of points.
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1.35. Prove the following theorem.

Theorem. Let f be a periodic function. If f has k continuous derivatives,

then for some positive constant C the Fourier coefficients of the function f

satisfy inequalities

|An| ≤
C

nk
, |Bn| ≤

C

nk

for all n.

1.36. Let f(x) =

{
Ax+B, −π ≤ x < 0,

cosx, 0 ≤ x ≤ π.
For which values of A and

B the Fourier series of f converges uniformly to f on [−π, π] ?

1.37. Let f(x) = πx− x|x| (x ∈ (−π, π]), and f is periodically extended

with the period 2π to R. Is the Fourier series of f uniformly convergent ?

1.38. Let g(x) =

{
cosx, −π < x < 0,

sin x, 0 ≤ x ≤ π.

1.38.a. Find the Fourier series of g.

1.38.b. Let

h(x) =

x∫

−π

g(t) dt + α sin
x

2
(−π < x ≤ π),

h(x+2π) = h(x). Find values of α for which the Fourier series of h converges

uniformly to h on [−π, π].

1.39.a. Which of the following series are Fourier series ?

1)
∞∑

n=1

sinnx

n2
; 2)

∞∑

n=1

cosnx

n3
; 3)

∞∑

n=1

sinnx

n
;

4)
∞∑

n=1

sinnx; 5)
∞∑

n=1

(−1)n sinnx

n
; 6)

∞∑

n=1

(−1)n cosnx

n2
.

1.39.b. Which of these series converge uniformly on R ?

1.40. Let {gn} be an orthogonal system on an interval [a, b]. Let f be

a continuous function on [a, b] and let {cn} be its Fourier coefficients with

respect to the system {gn}.
1.40.a. Prove that the sequence of square norms

∥∥∥∥∥f −
N∑

n=0

cngn

∥∥∥∥∥
2
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decreases as N increases.

1.40.b. Prove that Parseval’s identity

∞∑

n=0

c2n‖gn‖22 =

b∫

a

f2(x) dx

is true for any continuous function f on [a, b] if and only if {gn} is a complete

orthogonal system on [a, b].

1.41. Using the completeness of the trigonometric system, that is, the

equality

1

2
A2

0 +
∞∑

n=1

[
A2

n +B2
n

]
=

1

π

π∫

−π

f2(x) dx,

where An, Bn are the Fourier coefficients of f , prove that trigonometric system

with the period 2a is complete on [−a, a], and the systems of sines and cosines

are complete orthogonal systems on [0, a].

1.42. Parseval’s identity can be used for evaluation of sums of some

series of numbers. Applying equality from the exercise 1.41 to the function

f(x) = (π2 − 3x2)/12, find the sum of the series
∞∑

n=1
n−4.

1.43. Show that the orthogonal system {sinnx}∞n=2 is not complete on

[0, π].

1.44. Parseval Theorem.

1.44.a. Prove that an orthonormal system {gn} on [a, b] is complete if

and only if for any two piecewise continuous on [a, b] functions f and g there

holds the equality
∞∑

n=1
cndn =

b∫
a

f(x)g(x) dx (where cn and dn are the Fourier

coefficients of f and g with respect to {gn}).
1.44.b. Extend this result on the case of orthogonal systems.

1.45. Let fn(x) =
n∑

k=1

(cos kx− sin kx) + 1. Evaluate
π∫

−π

f2
n(x) dx.

1.46. Let f(x) = e−x (−π < x ≤ π). Evaluate
a2
0

2 +
∞∑

n=1
a2n, where an are

the cosine-coefficients of the function f .

1.47. Let f be a piecewise smooth continuous function on [0, π]. Assume
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that f satisfies at least one of the conditions

f(0) = f(π) = 0 or

π∫

0

f(x) dx = 0.

Prove Steklov’s inequality

π∫

0

f2(x) dx ≤
π∫

0

(f ′)
2
(x) dx.

In which cases it becomes the equality ?

1.48. Let f be a 2π-periodic continuous piecewise smooth function and

let
π∫

−π

f(x) dx = 0.

Prove Wirtinger’s inequality

π∫

−π

f2(x) dx ≤
π∫

−π

(f ′)
2
(x) dx.

1.49. Prove that the series
∞∑

n=1

1
n isn’t summable in the sense of mean-

arithmetic means, that is, lim
n→∞

σn doesn’t exist.

1.50. Prove that the Fejér means satisfy the following equality

σn(x) =
1

2
A0 +

n∑

k=1

(
1− k

n+ 1

)
[Ak cos kx+Bk sin kx] ,

where Ak, Bk are the Fourier coefficients of f .

1.51. Assume that 2π-periodic function f is piecewise continuous. Prove

that the condition m ≤ f(x) ≤ M implies the inequality m ≤ σn(x) ≤ M for

all x.

1.52. Prove that for any m

∣∣∣∣∣
m∑

n=1

sinnx

n

∣∣∣∣∣ ≤
1

2
π + 1.
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Hint: use the relation between the arithmetic means of the series
∞∑

n=1

sinnx
n

and its partial sums, applying exercise 1.50.

1.53. Let
∞∑

n=0
un be a numerical series, let Sn =

n∑
k=0

uk be its partial

sums, and let

σn =
S0 + · · · + Sn

n+ 1

be the arithmetic means.

1.53.a. Show that

σn =
n∑

k=0

(
1− k

n+ 1

)
uk.

1.53.b. Show that Sn = (n+ 1)σn − nσn−1.

1.53.c. Using exercise 1.53.b, show that, if the series
∞∑

n=0
un is summable

by the method of arithmetic means, then

Sn

n
→ 0 and

un

n
→ 0 (n → ∞).

1.54. Show that

Fn(t) =
1

2
+

n∑

k=1

(
1− k

n+ 1

)
cos kt

(Fn is the Fejér means of the order n).

1.55.a. Show that for the arithmetic means of the series
∞∑

n=1

sinnx
n we

have the equality

σn(x) = −1

2
x+

x∫

0

Fn(t) dt.

1.55.b. Show that σn(x) <
π−x
2 for all 0 < x < π.

1.56. Show that the series 1
2 +

∞∑
n=1

cosnx is summable to zero by the

method of arithmetic means at every point x ∈ [−π, π] except x = 0. Is this

series a Fourier series? Does this series converge at some point?

1.57. Show that the arithmetic means of the series
∞∑

n=1
sinnx are equal

to

σn(x) =
1

2
ctg

x

2
− sin(n+ 2)x − sinx

4(n+ 1) sin2 x
2
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and that σn(x) → 1
2 ctg

x
2 for any x ∈ [−π, π], x 6= 0.

1.58. Prove that each of the systems

{
1

2
, cosx, cos 2x, . . . , cosnx, . . .

}
and {sinx, sin 2x, . . . , sinnx, . . . }

is orthogonal and complete on [0, π].

1.59. Let f be 2π-periodic and f ∈ R[−π, π]. Assume that an ≥ 0,

n ∈ N. Prove that the series
∞∑

n=1
an converges.

Hint: use the arithmetic means σn(x). We have

M ≥ σn(0) =
n∑

k=1

(
1− k

n+ 1

)
ak +

a0
2

≥

≥
N∑

k=1

(
1− k

n+ 1

)
ak +

a0
2

(n ≥ N).



2. Fourier transforms

2.1. The main properties

2.1.1. Definitions and examples

We say that a complex-valued function f defined on R is absolutely integrable

on R if f is Riemann integrable in each bounded interval [a, b] and the integral

∫

R

|f(x)| dx

converges. This integral is called the norm of f of the order 1 and it is

denoted by ‖ f ‖1. Throughout this chapter we denote by A(R) the class of

all complex-valued absolutely integrable functions on R.

Definition 2.1. For a function f ∈ A(R), its Fourier transform f̂ is

defined by

f̂(ξ) =

∞∫

−∞

f(x)e−i2πξx dx. (2.1)

Since
∣∣e−i2πξx

∣∣ = 1, the integral (2.1) is absolutely convergent for any

ξ ∈ R.

For a 2π−periodic function integrable on [0, 2π] we defined its Fourier coef-

ficients an, bn by formulas (1.4) and (1.5) (and the complex Fourier coefficients

cn by (1.11)). Clearly, the Fourier transform is an analogue of Fourier coeffi-

cients which is suitable for functions defined on R (non-periodic). Whereas the

Fourier coefficients depend on discretely varying index n, the Fourier trans-

form is a function of a variable ξ which ranges in the whole line R (that is, f

and f̂ have the same domain R).

First we observe that the following simple properties hold.

72
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Theorem 2.1. Let f ∈ A(R). Then:

(i) if the function f is even, then f̂ also is an even function, and

f̂(ξ) = 2

∞∫

0

f(x) cos 2πξx dx; (2.2)

(ii) if f is odd, then f̂ also is odd, and

f̂(ξ) = −2i

∞∫

0

f(x) sin 2πξx dx. (2.3)

Proof. We have e−i2πξx = cos 2πξx − i sin 2πξx. Assume that f is even.

Then f(x) sin 2πξx is an odd function of x and thus

∞∫

−∞

f(x) sin 2πξx dx = 0.

On the other hand, f(x) cos 2πξx is an even function of x and thus

∞∫

−∞

f(x) cos 2πξx dx = 2

∞∫

0

f(x) cos 2πξx dx.

These observations imply (2.2). Similarly, we obtain (2.3).

We consider some important examples.

Example 2.2. Let

Π(x) =

{
1, |x| ≤ 1/2,

0, |x| > 1/2.

Then

Π̂(ξ) =
sinπξ

πξ
(ξ 6= 0), Π̂(0) = 1. (2.4)

Indeed, the function Π is even and thus by (2.2),

Π̂(ξ) = 2

∞∫

0

Π(x) cos 2πξx dx = 2

1/2∫

0

cos 2πξx dx =
sinπξ

πξ
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for any ξ 6= 0. For ξ = 0 we have

Π̂(0) = 2

∞∫

0

f(x) dx = 1.

The function (2.4) is called the Dirichlet kernel. Since

lim
t→0

sin t

t
= 1,

function (2.4) is continuous on the whole real line R.

Example 2.3. Let

Λ(x) =

{
1− |x|, |x| ≤ 1,

0, |x| > 1.

Then

Λ̂(ξ) =
sin2 πξ

π2ξ2
(ξ 6= 0), Λ̂(0) = 1. (2.5)

Indeed, taking into account that Λ is even, and applying integration by

parts, we obtain

Λ̂(ξ) = 2

∞∫

0

Λ(x) cos 2πξx dx = 2

1∫

0

(1− x) cos 2πξx dx

=
1

πξ

1∫

0

sin 2πξx dx =
1− cos 2πξ

2π2ξ2
=

sin2 πξ

π2ξ2

for any ξ 6= 0. For ξ = 0 we have

Λ̂(0) = 2

∞∫

0

Λ(x) dx = 1.

The function (2.5) is called the Fejér kernel. Similarly to the Dirichlet kernel,

the Fejér kernel is continuous on the whole real line R.

Example 2.4. Let f(x) = e−2π|x|. Then

f̂(ξ) =
1

π (1 + ξ2)
. (2.6)
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Indeed, the function f is even and thus

f̂(ξ) = 2

∞∫

0

f(x) cos 2πξx dx = 2

∞∫

0

e−2πx cos 2πξx dx =
1

π

∞∫

0

e−t cos ξt dt.

Two consecutive integrations by parts give (2.6).

2.1.2. Continuity and decay at infinity of Fourier transform

Fourier transforms evaluated in examples given above are continuous func-

tions. We shall show that this is a general property of Fourier transforms.

Theorem 2.5. Let f ∈ A(R). Then the Fourier transform f̂ is a bounded

continuous function on R, and

∣∣∣f̂(ξ)
∣∣∣ ≤

∞∫

−∞

|f(x)| dx (ξ ∈ R). (2.7)

Proof. We have ∣∣f(x)e−2πiξx
∣∣ = |f(x)|. (2.8)

Taking into account that f is absolutely integrable on R, and applying Weier-

strass M -test, we obtain that both the integrals

0∫

−∞

f(x)e−2πiξx dx,

∞∫

0

f(x)e−2πiξx dx

converge uniformly in ξ ∈ R. Further, e−2πiξx is a continuous function of

(x, ξ) ∈ R2. Thus, by Theorem 17, the function

f̂(ξ) =

∫

R

f(x)e−2πiξx dx

is continuous on R. Moreover, by (2.8),

∣∣∣f̂(ξ)
∣∣∣ ≤

∞∫

−∞

|f(x)| dx,

and for any ξ we have (2.7).
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A function f ∈ A(R) may be unbounded on R and discontinuous at some

points. However, as we have shown, its Fourier transform is continuous and

bounded on R. Moreover, f̂(ξ) → 0 as |ξ| → +∞. It is a corollary of the fol-

lowing important statement which is called the Riemann – Lebesgue Lemma.

Theorem 2.6. Let f ∈ A(R). Then

lim
ξ→∞

∞∫

−∞

f(x) cos ξx dx = 0, (2.9)

lim
ξ→∞

∞∫

−∞

f(x) sin ξx dx = 0. (2.10)

Proof. We prove (2.9); the proof of (2.10) is similar. First we assume

that f is a step function vanishing outside some interval [a, b]. This means

that f(x) = 0 for all x /∈ [a, b], and [a, b] can be subdivided by points

a = x0 < x1 < · · · < xn = b

such that f(x) = cj for x ∈ (xj , xj+1) (j = 0, 1, . . . , n − 1). Then for any

ξ 6= 0

∞∫

−∞

f(x) cos ξx dx =
n−1∑

j=0

cj

xj+1∫

xj

cos ξx dx =
1

ξ

n−1∑

j=0

cj (sin ξxj+1 − sin ξxj) .

Thus, ∣∣∣∣∣∣

∞∫

−∞

f(x) cos ξx dx

∣∣∣∣∣∣
≤ C

|ξ| ,

where C = 2
n−1∑
j=0

|cj |. This implies (2.9) in the considered case of a step

function.

Let now f be an arbitrary absolutely integrable function on R. Let ε > 0.

There exists A > 0 such that

−A∫

−∞

|f(x)| dx +

∞∫

A

|f(x)| dx < ε. (2.11)



2.1. THE MAIN PROPERTIES 77

Further, by Theorem 12, there exists a step function h, equal to zero for

|x| > A, such that
A∫

−A

|f(x)− h(x)| dx < ε. (2.12)

Now we have
∣∣∣∣∣∣

∞∫

−∞

f(x) cos ξx dx

∣∣∣∣∣∣
≤

∫

|x|≥A

|f(x)| dx+
A∫

−A

|f(x)−h(x)| dx+

∣∣∣∣∣∣

A∫

−A

h(x) cos ξx dx

∣∣∣∣∣∣

< 2ε+

∣∣∣∣∣∣

A∫

−A

h(x) cos ξx dx

∣∣∣∣∣∣
.

As it was shown above, the latter integral tends to zero as |ξ| → ∞. Thus,

there exists a number E > 0 such that∣∣∣∣∣∣

∞∫

−∞

f(x) cos ξx dx

∣∣∣∣∣∣
< 3ε (|ξ| ≥ E).

This yields (2.9) in the general case.

The Riemann – Lebesgue Lemma immediately implies

Theorem 2.7. Let f ∈ A(R). Then

f̂(ξ) → 0 (|ξ| → ∞).

Remark 2.8. This theorem is an analogue of the Riemann – Lebesgue

Lemma for Fourier coefficients (Lemma 1.27) which was derived from Bessel’s

inequality (1.22).

2.1.3. The Fourier transform of the Gaussian

The function g(x) = e−πx2

is called the Gaussian. This function plays an

extremely important role in different areas of mathematics.

We shall use the following equality which is well-known from the course of

Mathematical Analysis
∞∫

−∞

e−πx2

dx = 1. (2.13)
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Theorem 2.9. Let g(x) = e−πx2

. Then ĝ(ξ) = e−πξ2 .

Proof. Since g is even, we have by Theorem 2.1,

ĝ(ξ) = 2

∞∫

0

e−πx2

cos 2πξx dx.

Set

f(x, ξ) = e−πx2

cos 2πξx (x ≥ 0, ξ ∈ R).

Then f(x, ξ) and f ′
ξ(x, ξ) = e−πx2

(−2πx) sin 2πξx are continuous functions.

Moreover,

|f(x, ξ)| ≤ e−πx2

,
∣∣f ′

ξ(x, ξ)
∣∣ ≤ 2πxe−πx2

(x ≥ 0, ξ ∈ R).

Thus, by the Weierstrass M -test, both the integrals
∞∫

0

e−πx2

cos 2πξx dx and

∞∫

0

e−πx2

x sin 2πξx dx

converge uniformly with respect to ξ ∈ R. Therefore we may differentiate

under the sign of the integral. We obtain

(ĝ)′ (ξ) = −4π

∞∫

0

e−πx2

x sin 2πξx dx.

Now we integrate by parts in the latter integral. This gives

(ĝ)
′
(ξ) = 2e−πx2

sin 2πξx
∣∣∣
x=∞

x=0
− 4πξ

∞∫

0

e−πx2

cos 2πξx dx = −2πξĝ(ξ).

Thus, the function y = ĝ(ξ) satisfies the differential equation

dy

dξ
= −2πξy.

The solution is

y(ξ) = Ce−πξ2 .

Setting ξ = 0 and taking into account (2.13), we get

C = y(0) =

∞∫

−∞

e−πx2

dx = 1.

Thus, ĝ(ξ) = e−πξ2 .
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2.1.4. Basic properties of Fourier transforms

In this section we summarize some basic formulas concerning Fourier trans-

forms.

Let a function ϕ be defined on R. For any h ∈ R, denote τhϕ(x) = ϕ(x−h).

The operation τh is called translation or shifting. Further, for any λ > 0, set

δλϕ(x) = ϕ(λx). The operation δλ is called dilation.

Theorem 2.10. Let f, g be complex-valued functions, absolutely inte-

grable over R. Then the following properties hold.

(i) Linearity.

̂(f + g)(ξ) = f̂(ξ) + ĝ(ξ)

and for any complex number α

(̂αf)(ξ) = αf̂(ξ).

(ii) Shifting. For any h ∈ R

τ̂hf(ξ) = e−2πihξ f̂(ξ).

(iii) Change of scale (dilation). For any λ > 0

δ̂λf(ξ) =
1

λ
f̂

(
ξ

λ

)
.

(iv) Modulation (shifting in Fourier transform). Let fη(x) =

f(x)ei2πηx, where η ∈ R. Then

f̂η(ξ) = f̂(ξ − η) = τη f̂(ξ).

Moreover, for gη(x) = f(x) cos 2πηx and hη(x) = f(x) sin 2πηx, we have

ĝη(ξ) =
1

2

[
f̂(ξ − η) + f̂(ξ + η)

]
, ĥη(ξ) =

i

2

[
f̂(ξ + η)− f̂(ξ − η)

]
.

Proof. (i) By the linearity of integration, we have

̂(f + g)(ξ) =

∞∫

−∞

[f(x) + g(x)]e−i2πξx dx
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=

∞∫

−∞

f(x)e−i2πξx dx +

∞∫

−∞

g(x)e−i2πuξx dx = f̂(ξ) + ĝ(ξ),

and

α̂f(ξ) =

∞∫

−∞

αf(x)e−i2πξx dx = α

∞∫

−∞

f(x)e−i2πξx dx = αf̂ (ξ).

(ii) Setting x− h = y, we obtain

τ̂hf(ξ) =

∞∫

−∞

f(x− h)e−i2πxdx =

∞∫

−∞

f(y)e−i2πξ(y+h) dy

= e−i2πξh

∞∫

−∞

f(y)e−i2πξy dy = e−i2πξhf̂(ξ).

(iii) Similarly, substitution λx = y leads to the equality

δ̂λf(ξ) =

∞∫

−∞

f(λx)e−i2πξxdx =
1

λ

∞∫

−∞

f(y)e−i2πξy/λ dy =
1

λ
f̂

(
ξ

λ

)
.

(iv) First, we have

f̂η(ξ) =

∞∫

−∞

f(x)e−i2π(ξ−η)xdx = f̂(ξ − η).

Further,

cos(2πηx) =
1

2

(
ei2πηx + e−i2πηx

)
, sin(2πηx) =

i

2

(
e−i2πηx − ei2πηx

)
.

Thus, formulas for ĝη and ĥη follow by linearity.

By Theorem 2.5, for any function f ∈ A(R) its Fourier transform f̂ is

continuous on R. Now we shall show that if f has a "good" rate of decay at

infinity, then f̂ is differentiable, and
(
f̂
)′

is obtained by the differentiation

with respect to the parameter ξ under the sign of the integral in (2.1).
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Theorem 2.11. Assume that the functions f and xf(x) are absolutely

integrable over R. Then the Fourier transform f̂ is continuously differentiable

in R. Moreover,

(
f̂
)′

(ξ) = −2πi

∞∫

−∞

xf(x)e−2πixξ dx. (2.14)

Proof. We have

f̂(ξ) =

∞∫

−∞

f(x)e−i2πxξ dx. (2.15)

Let F (x, ξ) = e−i2πxξ. Then the partial derivative

F ′
ξ(x, ξ) = −2πixe−2πixξ

is a continuous function of variables x, ξ ∈ R. Further,

∣∣xf(x)e−2πixξ
∣∣ ≤ |xf(x)|.

This implies that the integral at the right-hand side of (2.14) converges uni-

formly with respect to ξ ∈ R. Thus, applying Theorem 18 to the integral

(2.15), we have that this integral is a continuously differentiable function of

ξ, and its derivative can be obtained by the differentiation under the sign of

the integral. This completes the proof.

Applying Theorem 2.11 and induction, we obtain the following corollary.

Corollary 2.12. Let m ∈ N. Assume that the functions f and g(x) =

xmf(x) are absolutely integrable over R. Then the Fourier transform f̂ has

the continuous derivative
(
f̂
)(m)

on R, and

(
f̂
)(m)

(ξ) = (−2πi)mĝ(ξ). (2.16)

The next theorem gives the Fourier transform of the derivative.

Theorem 2.13. Let f be a continuous, absolutely integrable, and piece-

wise smooth function on R. Assume that f ′ also is absolutely integrable.

Then

(̂f ′)(ξ) = 2πiξf̂ (ξ). (2.17)
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Proof. By the Fundamental Theorem of Calculus (see Theorem 10), we

have

f(x)− f(0) =

x∫

0

f ′(t) dt (x ∈ R).

Since both the integrals
∞∫
0

f ′(t) dt and
0∫

−∞

f ′(t) dt converge, there exist finite

limits

lim
x→+∞

f(x) and lim
x→−∞

f(x).

Since f is absolutely integrable, these limits are equal to zero. Integrating by

parts, we get

f̂ ′(ξ) =

∞∫

−∞

f ′(x)e−2πixξ dx = lim
x→+∞

f(x)e−2πixξ − lim
x→−∞

f(x)e−2πixξ

+2πiξ

∞∫

−∞

f(x)e−2πixξ dx = 2πiξf̂ (ξ).

Using induction, we have the following corollary.

Corollary 2.14. Let f, f ′, . . . , f (n−1) be continuous and absolutely in-

tegrable over R. Assume also that f (n−1) is piecewise smooth and f (n) is

absolutely integrable over R. Then

(̂
f (n)

)
(ξ) = (2πi)nξnf̂(ξ).

2.2. Fourier inversion, Gauss – Weierstrass

summation

We shall consider the Fourier inversion formula, which gives a solution of

the following problem: recover f from f̂ . The expected formula is

f(x) =

∞∫

−∞

f̂(ξ)ei2πxξ dξ.

This an analogue of Fourier series. However, the integral may not exist (f̂

may not be absolutely integrable). To avoid this difficulty, we multiply f̂(ξ)
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by e−πα2ξ2 (α > 0). Since f̂ is bounded on R, this product is an absolutely

integrable function on R.

Lemma 2.15. Let f ∈ A(R). Then for any α > 0

∞∫

−∞

f̂(ξ)e−πα2ξ2ei2πxξ dξ =

∞∫

−∞

f(x− t)W (t, α) dt, (2.18)

where

W (t, α) =
1

α
e−πt2/α2

.

Proof. We have

∞∫

−∞

f̂(ξ)e−πα2ξ2ei2πxξ dξ =

∞∫

−∞




∞∫

−∞

f(y)e−i2πyξ dy


 e−πα2ξ2ei2πxξ dξ

=

∞∫

−∞




∞∫

−∞

f(y)e−i2πξ(y−x) dy


 e−πα2ξ2 dξ.

Observe that for each α > 0 the function e−πα2ξ2 is absolutely integrable on

R, and for each x the integral
∞∫

−∞

f(y)e−i2πξ(y−x) dy converges uniformly with

respect to ξ on R. Thus, by Theorem 19 (ii), we can interchange the order of

integrations at the right-hand side of the latter equality. We shall also take

into account that the integral

∞∫

−∞

e−πα2ξ2e−i2πξ(y−x) dξ (2.19)

(with respect to the variable ξ) is equal to ĝα(y − x), where gα(t) = e−πα2t2 .

We have gα(t) = g(αt), where g is the Gaussian. By Theorems 2.9 and 2.10 (iii),

the integral (2.19) is equal to

1

α
e−π(y−x)2/α2

= W (y − x, α).

Thus,
∞∫

−∞

f̂(ξ)e−πα2ξ2ei2πxξ dξ =

∞∫

−∞

f(y)W (y − x, α) dy.
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Finally, replacing t by x − t, we obtain (2.18).

The function W (t, α) is called the Gauss – Weierstrass kernel.

To remove the factor e−πα2ξ2 in (2.18), we make α → 0. We shall use the

following lemma.

Lemma 2.16. The family of functions

W (t, α) =
1

α
e−πt2/α2

(α > 0)

satisfies the following conditions:

(i)

∞∫

−∞

W (t, α) dt = 1 (α > 0);

(ii) W (t, α) > 0;

(iii) µδ(α) = sup
|t|≥δ

W (t, α) → 0 (α → 0+) for any δ > 0;

(iv)

∫

|t|≥δ

W (t, α) dt → 0 (α → 0+) for any δ > 0.

Proof. Equality (i) follows immediately from (2.13), and inequality (ii)

is obvious. Let δ > 0. First, we have

W (t, α) =
1

α
e−πt2/α2 ≤ 1

α
e−πδ2/α2

(|t| ≥ δ).

Applying L’Hospital’s rule, we easily obtain that

lim
α→0

1

α
e−πδ2/α2

= 0.

This implies (iii). Further, changing variable t = αz, we have

1

α

∞∫

δ

e−πt2/α2

=

∞∫

δ/α

e−πz2

dz,
1

α

−δ∫

−∞

e−πt2/α2

=

−δ/α∫

−∞

e−πz2

dz.

By (2.13), these equalities imply (iv).
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Now we will prove a theorem which enables us to reconstruct a contin-

uous function f from its Fourier transform (Gauss-Weierstrass summation

theorem).

Theorem 2.17. Let f be a continuous, absolutely integrable function on

R. Then

lim
α→0+

∞∫

−∞

f̂(ξ)e−πα2ξ2ei2πxξ dξ = f(x) (2.20)

for any x ∈ R.

Proof. Fix x ∈ R. By virtue of (2.18), equality (2.20) is equivalent to

the equality

lim
α→0+

∞∫

−∞

f(x− t)W (t, α) dt = f(x). (2.21)

Set

γ(α, x) =

∞∫

−∞

f(x− t)W (t, α) dt − f(x).

By Lemma 2.16 (i),

f(x) =

∞∫

−∞

f(x)W (t, α) dt.

From here

γ(α, x) =

∞∫

−∞

[f(x− t)− f(x)]W (t, α) dt.

Let ε > 0. By continuity of the function f , there exists a number δ > 0 such

that

|f(x− t)− f(x)| < ε (|t| ≤ δ).

Thus, taking into account statements (ii) and (i) of Lemma 2.16, we obtain

|γ(α, x)| ≤
∞∫

−∞

|f(x− t)− f(x)|W (t, α) dt

≤ ε

∫

|t|≤δ

W (t, α) dt +

∫

|t|≥δ

|f(x− t)− f(x)|W (t, α) dt
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≤ ε+

∫

|t|≥δ

|f(x− t)|W (t, α) dt + |f(x)|
∫

|t|≥δ

W (t, α) dt.

By Lemma 2.16 (iv), there exists η > 0 (depending on ε and x) such that

|f(x)|
∫

|t|≥δ

W (t, α) dt < ε (0 < α < η).

Further, we have

∫

|t|≥δ

|f(x− t)|W (t, α) dt ≤ sup
|t|≥δ

W (t, α)

∞∫

−∞

|f(u)| du. (2.22)

By Lemma 2.16 (iii), there exists 0 < η′ ≤ η such that for all 0 < α < η′

the right-hand side of inequality (2.22) is smaller than ε. Thus, we have that

|γ(α, x)| < 3ε for all 0 < α < η′. This implies (2.21).

Remark 2.18. The statement of Theorem 2.17 is true if f is merely

piecewise continuous and

f(x) =
f(x+) + f(x−)

2
(x ∈ R).

The main result in this section is the following Fourier inversion theorem.

Theorem 2.19. Assume that f is continuous and absolutely integrable

on R. If f̂ is absolutely integrable on R, then

∞∫

−∞

f̂(ξ)ei2πxξ dξ = f(x) (x ∈ R). (2.23)

Proof. Fix x ∈ R and set

Φx(ξ, α) = f̂(ξ)ei2πxξe−πα2ξ2 .

Then Φx(ξ, α) is a continuous function of (ξ, α) ∈ R2. Furthermore,

|Φx(ξ, α)| ≤
∣∣∣f̂(ξ)

∣∣∣ .



2.2. FOURIER INVERSION, GAUSS – WEIERSTRASS SUMMATION 87

Since f̂ is absolutely integrable, the integral

∞∫

−∞

Φx(ξ, α) dξ =

∞∫

−∞

f̂(ξ)ei2πxξe−πα2ξ2 dξ

converges uniformly with respect to α ∈ R and, by Theorem 17, this integral

is a continuous function of the variable α ∈ R. The continuity at the point

α = 0 gives that

∞∫

−∞

Φx(ξ, α) dξ →
∞∫

−∞

Φx(ξ, 0) dξ =

∞∫

−∞

f̂(ξ)ei2πxξ dξ (α → 0+).

On the other hand, by Theorem 2.17,

∞∫

−∞

Φx(ξ, α) dξ → f(x) (α → 0+).

Thus, we have (2.23).

Remark 2.20. The integral at the left-hand side of (2.23) is equal to

ϕ̂(x), where ϕ(ξ) = f̂(−ξ). Thus, by Theorem 2.5, this integral is a continuous

function of the variable x. This shows that equality (2.23) is not true without

assumption that f is continuous. Moreover, it can be shown that if f has a

jump discontinuity at some point, then the Fourier transform of f cannot be

absolutely integrable on R.

We have the following uniqueness theorem for Fourier transform.

Theorem 2.21. Let f and g be continuous, absolutely integrable functions

on R. If f̂ = ĝ, then f = g.

This statement follows immediately from Theorem 2.17 (or Theorem 2.19)

applied to the function f − g.

Theorem 2.19 can be applied to evaluate some integrals.

Example 2.22. Let f(x) = e−2π|x|. As it was shown in Example 2.4,

f̂(ξ) =
1

π (1 + ξ2)
.
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Functions f and f̂ are absolutely integrable on R, and f is continuous on R.

Thus, the conditions of Theorem 2.19 hold. Applying this theorem, we obtain

that for any x ∈ R
∞∫

−∞

ei2πxξ

π (1 + ξ2)
dξ = e−2π|x|,

or, equivalently,

2

∞∫

0

cos 2πxξ

π (1 + ξ2)
dξ = e−2πx

for any x ≥ 0 (Laplace integral).

Example 2.23. Let

f(x) =

{
1− |x|/α, |x| ≤ α,

0, |x| > α
(α > 0).

By Example 2.3 and Theorem 2.10 (iii),

f̂(ξ) =
1

α

sin2 απξ

(πξ)2
.

Since the conditions of Theorem 2.19 hold, we have that

1

α

∞∫

−∞

sin2 απξ

(πξ)2
ei2πξx dξ = f(x)

for all x ∈ R and all α > 0. In particular, if x = 0, α = 1, then, setting

πξ = t, we obtain
∞∫

0

sin2 t

t2
dt =

π

2
.

As we have seen, the Fourier transform of the Gaussian g(x) = e−πx2

coincides with it, that is, ĝ = g. Using Theorem 2.19, we consider the following

Example 2.24. Let f ∈ A(R) be a continuous function on R which is not

identically zero and such that f̂(ξ) = λf(ξ) for some constant λ. Prove that

λ is equal to one of the numbers 1,−1, i or −i.
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Denote f1 = f̂ . We have f1 = λf. Thus, f1 ∈ A(R) and therefore the

Fourier transform f̂1 exists. Set f2 = f̂1. Then f2 = λ2f. On the other hand,

by Theorem 2.19,

f(x) =

∞∫

−∞

f̂(ξ)ei2πxξ dξ = λ

∞∫

−∞

f(ξ)ei2πxξ dξ = λf̂(−x).

Hence, f1(x) = f(−x)/λ. From here,

f2(ξ) = f̂1(ξ) =
1

λ
f̂(−ξ) =

1

λ
f1(−ξ) =

1

λ2
f(ξ).

Taking into account that f2 = λ2f, we obtain f = λ4f. Since f 6≡ 0, this

implies that λ4 = 1.

2.3. Fourier inversion: Dirichlet’s method

Theorem 2.19 shows that a continuous function f ∈ A(R) can be obtained by

equality (2.23), provided its Fourier transform f̂ also is absolutely integrable

over R. However, the latter condition may not hold, and the integral at the

left-hand side of (2.23) may not exist. The following Dirichlet’s Theorem

states that for functions satisfying some good smoothness conditions, this

integral may converge in the sense of principal value, that is, as the limit

p.v.

∞∫

−∞

f̂(ξ)ei2πxξ dξ = lim
A→∞

A∫

−A

f̂(ξ)ei2πξx dξ.

Theorem 2.25. Let a function f be absolutely integrable on R. If f is

differentiable at a point x, then

p.v.

∞∫

−∞

f̂(ξ)ei2πxξ dξ = f(x). (2.24)

Proof. For any A > 0

IA(x) =

A∫

−A

f̂(ξ)ei2πξx dξ =

A∫

−A




∞∫

−∞

f(y)e−i2πξy dy


 ei2πξx dξ
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=

A∫

−A




∞∫

−∞

f(y)ei2πξ(x−y) dy


 dξ.

Observe that the conditions of Theorem 19 (i) on the interchange of the order

of integrations hold. Indeed, the interior integral converges uniformly with

respect to ξ. Thus,

IA(x) =

∞∫

−∞

f(y)




A∫

−A

ei2πξ(x−y) dξ


 dy. (2.25)

Applying Euler’s formula

sinu =
eiu − e−iu

2i
,

we have that the interior integral in (2.25) is equal to

1

i2π(x − y)
ei2πξ(x−y)

∣∣∣∣∣∣

ξ=A

ξ=−A

=
ei2πA(x−y) − e−i2πA(x−y)

i2π(x − y)
=

sin 2πA(x − y)

π(x − y)
.

Thus,

IA(x) =
1

π

∞∫

−∞

f(y)
sin 2πA(x − y)

x− y
dy.

Setting y − x = t, we get

IA(x) =
1

π

∞∫

−∞

f(x+ t)
sin 2πAt

t
dt =

1

π

∞∫

0

[f(x + t) + f(x− t)]
sin 2πAt

t
dt.

Observe that for any a > 0

2

π

∞∫

0

sin at

t
dt = 1

(this is Dirichlet’s integral). Hence,

IA(x) − f(x) =
1

π

∞∫

0

ϕx(t)
sin 2πAt

t
dt, (2.26)
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where

ϕx(t) = f(x+ t) + f(x− t)− 2f(x).

We show that the integral at the right hand side of (2.26) tends to 0 as

A → +∞. Let K ≥ 1. We write this integral as the sum of two integrals:

over [0,K] and over [K,+∞). We have
∣∣∣∣∣∣

∞∫

K

ϕx(t)
sin 2πAt

t
dt

∣∣∣∣∣∣
≤ 1

K

∞∫

K

|f(x+ t) + f(x− t)| dt +

∣∣∣∣∣∣
2f(x)

∞∫

K

sin 2πAt

t
dt

∣∣∣∣∣∣

≤ 1

K

∞∫

−∞

|f(u)| du+ 2|f(x)|

∣∣∣∣∣∣

∞∫

2πAK

sinu

u
du

∣∣∣∣∣∣
.

We assume that A ≥ 1. Both the terms of the right hand side tend to 0 as

K → +∞. Let ε > 0; then there exists K such that
∣∣∣∣∣∣

∞∫

K

ϕx(t)
sin 2πAt

t
dt

∣∣∣∣∣∣
<

ε

2
. (2.27)

Fix this K. Since f is differentiable at the point x,

ϕx(t)

t
→ 0 (t → 0+).

Thus, the function ϕx(t)
t is Riemann integrable on [0,K]. By the Riemann –

Lebesgue Lemma (Theorem 2.6),

K∫

0

ϕx(t)

t
sin 2πAt dt → 0 (A → +∞).

Therefore there exists Aε > 1 such that
∣∣∣∣∣∣

K∫

0

ϕx(t)

t
sin 2πAt dt

∣∣∣∣∣∣
<

ε

2
(A ≥ Aε).

Together with (2.27), this shows that the integral in (2.26) tends to 0 as

A → +∞ and thus

IA(x) → f(x) (A → +∞).
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Similarly, we have

Theorem 2.26. Let f be an absolutely integrable and piecewise smooth

function on R. Then at every point x ∈ R

p.v.

∞∫

−∞

f̂(ξ)ei2πξx dξ =
f(x+) + f(x−)

2
.

Example 2.27. Let a > 0 and

f(x) =

{
e−ax, x > 0,

0, x ≤ 0.

Then

f̂(ξ) =

∞∫

0

e−axe−i2πξx dx =
1

a + i2πξ
.

Using Theorem 2.26, we obtain

p.v.

∞∫

−∞

ei2πxξ

a + 2πiξ
dξ =





e−ax, x > 0,

1/2, x = 0,

0, x < 0.

Denote f−(x) = f(−x). Then f̂−(ξ) = f̂(−ξ).

Let ϕ = f + f−, ϕ(x) = e−a|x| (even extension of f). Then

ϕ̂(ξ) =
2a

a2 + 2π2ξ2
.

By Theorem 2.19,

2a

∞∫

−∞

ei2πxξ

a2 + 4π2ξ2
dξ = e−a|x| (x ∈ R),

or

a

π

∞∫

−∞

eiux

a2 + u2
du = e−a|x| (x ∈ R).

Equivalently,
∞∫

0

cosux

a2 + u2
du =

π

2a
e−a|x|

(Laplace integral).
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2.4. Convolutions

In this section we consider a new operation which plays an extremely impor-

tant role in mathematics, especially for integral transforms.

Let functions f and g be defined on R. Then their convolution is the

function f ∗ g, defined by

f ∗ g(x) =
∞∫

−∞

f(x− y)g(y) dy, (2.28)

provided that the integral exists.

First, we have the following property of symmetry.

Proposition 2.28. Let functions f and g be defined on R. Then f ∗ g =

g ∗ f provided one of them exists.

Proof. Assume that the integral (2.28) exists. Setting x − y = u, we

obtain that y = x − u and

f ∗ g(x) =
∞∫

−∞

f(x− y)g(y) dy =

∞∫

−∞

f(u)g(x − u) du.

By the definition, the latter integral is the convolution g ∗ f.

Various conditions can be imposed on f and g to insure that the integral

(2.28) is absolutely convergent for all x ∈ R. We shall use the following

proposition.

Proposition 2.29. Assume that f and g are defined on R and integrable

in every bounded interval. Then each of the following conditions implies that

the integral
∞∫

−∞

|f(x− y)g(y)| dy (2.29)

converges uniformly with respect to x ∈ R:

(i) functions f2 и g2 are integrable on R;

(ii) one of functions f, g belongs to the class A(R), and the other is bounded

on R;

(iii) one of functions f, g vanishes outside of a bounded interval [a, b].
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Proof. First we observe that for any x ∈ R and for any bounded interval

[α, β] the product f(x−y)g(y) is a Riemann integrable function of y in [α, β].

(i) Applying Schwartz inequality (Theorem 23), we have

β∫

α

|f(x− y)g(y)| dy ≤




β∫

α

f2(x− y) dy




1/2


β∫

α

g2(y) dy




1/2

≤




∞∫

−∞

f2(x− y) dy




1/2


∞∫

α

g2(y) dy




1/2

.

Setting u = x− y in the first integral on the right-hand side, we obtain

β∫

α

|f(x − y)g(y)| dy ≤




∞∫

−∞

f2(u) du




1/2


∞∫

α

g2(y) dy




1/2

.

The integrand on the left-hand side is a non-negative function. Hence, for

any α0 ∈ R and any x ∈ R the integral

∞∫

α0

|f(x− y)g(y)| dy (2.30)

converges. Moreover,

∞∫

α

|f(x− y)g(y)| dy ≤




∞∫

−∞

f2(u) du




1/2


∞∫

α

g2(y) dy




1/2

for any α. The right-hand side doesn’t depend on x, and the second integral on

the right-hand side tends to zero as α → +∞. This implies that the integral

(2.30) converges uniformly with respect to x ∈ R.

Similarly, we obtain that for any β0 ∈ R the integral

β0∫

−∞

|f(x− y)g(y)| dy (2.31)

converges uniformly with with respect to x ∈ R.
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(ii) Using the property of symmetry, we may assume that g ∈ A(R) and

f is bounded,

|f(x)| ≤ M (x ∈ R).

Then for any interval [α, β]

β∫

α

|f(x − y)g(y)| dy ≤ M

β∫

α

|g(y)| dy ≤ M

∞∫

α

|g(y)| dy.

As above, this implies that for any α0 ∈ R the integral (2.30) converges

uniformly with respect to x ∈ R. Similar arguments yield that the integral

(2.31) also converges uniformly with respect to x ∈ R.

(iii) We assume that g vanishes outside of a bounded interval [a, b]. Then

for all x ∈ R

∞∫

α

|f(x− y)g(y)| dy =

β∫

−∞

|f(x− y)g(y)| dy = 0

for any α > b and any β < a. This implies the uniform convergence of the

integral (2.29).

In the sequel we study convolutions f ∗ g under the assumption that func-

tions f, g satisfy one of conditions (i)-(iii). Although these functions may be

discontinuous at some points, their convolution is continuous.

Proposition 2.30. Let functions f and g be defined on R and integrable

in every bounded interval. Assume that one of conditions (i)-(iii) of Proposi-

tion 2.29 holds. Then the convolution ϕ = f ∗ g is continuous on R.

Proof. We give the proof only for the case (i) (in which we use this

statement below in the proof of the Plansherel identity). Let the functions f 2

and g2 be integrable in R. Set ϕ(x) = (f ∗ g)(x).
First we assume that f is a continuous function which vanishes outside

an interval [a, b]; then f is uniformly continuous on R. Fix a point x0 ∈ R.

Applying Schwartz inequality (Theorem 23), we have

|ϕ(x0 + h)− ϕ(x0)| ≤
∞∫

−∞

|f(x0 + h− y) − f(x0 − y)||g(y)| dy
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≤




∞∫

−∞

[f(x0 + h− y)− f(x0 − y)]2 dy




1/2


∞∫

−∞

g2(y) dy




1/2

.

Let ε > 0. Since f is uniformly continuous on R, there exists a 0 < δ < 1 such

that if |h| < δ, then

|f(x+ h)− f(x)| < ε (x ∈ R).

Thus,
∞∫

−∞

[f(x0 + h− y)− f(x0 − y)]2 dy

=

b+1∫

a−1

[f(x+ h)− f(x)]2 dx ≤ ε2(b− a+ 2)

if |h| < δ. Setting A =

(
∞∫

−∞

g2(y) dy

)1/2

, we obtain

|ϕ(x0 + h)− ϕ(x0)| < εA
√
b− a+ 2 (|h| < δ).

This implies that ϕ is continuous at the point x0.

Let now f be an arbitrary function such that f 2 is integrable on R. Let

ε > 0. By virtue of the theorem on approximation (Theorem 15), there exists

a continuous function fε with a compact support such that

∞∫

−∞

[f(x)− fε(x)]
2 dx < ε2.

Let ϕε = fε ∗ g. As above, applying Schwartz inequality (Theorem 23), we

obtain that

|ϕ(x) − ϕε(x)| =

∣∣∣∣∣∣

∞∫

−∞

g(x − y)[f(y)− fε(y)] dy

∣∣∣∣∣∣

≤ A




∞∫

−∞

[f(y)− fε(y)]
2 dz




1/2

< Aε
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for any x ∈ R. As it was proved, ϕε is uniformly continuous on R. Let x0 ∈ R.

Then there exists δ > 0 such that if |h| < δ, then

|ϕε(x0 + h)− ϕε(x0)| < ε.

Thus,

|ϕ(x0 + h)− ϕ(x0)| < (2A+ 1)ε (|h| < δ).

This yields that ϕ is continuous at the point x0.

The main result in this section is the following Convolution Theorem.

Theorem 2.31. Let functions f and g belong to A(R) and satisfy one of

conditions (i), (ii) or (iii). Then f ∗ g ∈ A(R) and

f̂ ∗ g(ξ) = f̂(ξ)ĝ(ξ). (2.32)

Proof. Let

I(x) =

∞∫

−∞

|f(x− y)g(y)| dy.

By Proposition 2.30, the function I = |f |∗|g| is continuous on R and therefore

it is integrable in each bounded interval. Further, let

J(y) =

∞∫

−∞

|f(x− y)g(y)| dx.

Then

J(y) = |g(y)|
∞∫

−∞

|f(x − y)| dx = |g(y)|‖f‖1.

Thus, J(y) is integrable in each bounded interval; moreover,

∞∫

−∞

J(y) dy = ‖f‖1
∞∫

−∞

|g(y)| dy = ‖f‖1‖g‖1.

Applying Theorem 20 to the function F (x, y) = |f(x − y)g(y)|, we have that

the integral
∞∫

−∞

I(x) dx also converges. Since |f ∗ g(x)| ≤ I(x), it follows that

f ∗ g ∈ A(R).
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Now we consider the Fourier transform of the convolution

f̂ ∗ g(ξ) =
∞∫

−∞

f ∗ g(x)e−i2πxξ dx =

∞∫

−∞




∞∫

−∞

f(x− y)g(y) dy


 e−i2πxξ dx.

As above, using Theorem 20, we interchange the order of integrations in the

last iterated integral. Thus, we obtain

f̂ ∗ g(ξ) =
∞∫

−∞

g(y)




∞∫

−∞

f(x− y)e−i2πxξ dx


 dy

=

∞∫

−∞

g(y)e−i2πyξ dy

∞∫

−∞

f(u)e−i2πuξ du = ĝ(ξ)f̂(ξ).

2.5. Plansherel identity

In this section we prove one of the fundamental theorems in the theory of

Fourier transforms – Plansherel’s identity. It can be interpreted as a contin-

uous counterpart of Parseval’s identity.

We shall consider complex-valued functions f = u+ iv, where u and v are

real-valued functions on R. If u, v ∈ A(R), then we say that f ∈ A(R). In this

case the Fourier transform of the function f is defined, as usual, by

f̂(ξ) =

∞∫

−∞

f(x)e−i2πxξ dx.

Theorem 2.32. Let a complex-valued function f belong to A(R). Assume

that |f |2 is integrable on R. Then
∣∣∣f̂
∣∣∣
2

also is integrable on R and

∞∫

−∞

|f(x)|2 dx =

∞∫

−∞

∣∣∣f̂(ξ)
∣∣∣
2

dξ. (2.33)

Proof. Set g(x) = f(−x). Then g and |g|2 are integrable on R. Let

h = f ∗ g. By the Convolution Theorem (Theorem 2.31), h ∈ A(R) and
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ĥ(ξ) = f̂(ξ)ĝ(ξ). But

ĝ(ξ) =

∞∫

−∞

f(−x)e−i2πxξ dx =

∞∫

−∞

f(y)ei2πyξ dy = f̂(ξ).

Thus, ĥ(ξ) =
∣∣∣f̂(ξ)

∣∣∣
2

.

By Proposition 2.30, the function h is continuous on R. Applying Theo-

rem 2.17, we have that

∞∫

−∞

ĥ(ξ)e−πα2ξ2ei2πξx dξ → h(x) (α → 0)

for any x ∈ R. Taking x = 0, we obtain

Φ(α) ≡
∞∫

−∞

ĥ(ξ)e−πα2ξ2 dξ → h(0) (α → 0). (2.34)

Observe that ĥ(ξ) =
∣∣∣f̂(ξ)

∣∣∣
2

≥ 0. Hence, Φ is a non-negative non-increasing

function on (0,∞) and, by (2.34), Φ(α) ≤ h(0) for α > 0. Further, if |ξ| ≤
1/α (α > 0), then e−πα2ξ2 ≥ e−π. Thus,

1/α∫

−1/α

ĥ(ξ) dξ ≤ eπh(0)

for any α > 0. This implies that the integral

∞∫

−∞

ĥ(ξ) dξ

converges. Hence, we can apply Theorem 2.19 (Fourier inversion). By this

theorem,

h(x) =

∞∫

−∞

ei2πxξĥ(ξ) dξ

for any x ∈ R. For x = 0 this gives that

h(0) =

∞∫

−∞

ĥ(ξ) dξ.
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Since ĥ(ξ) =
∣∣∣f̂(ξ)

∣∣∣
2

, then
∣∣∣f̂
∣∣∣
2

is integrable on R and

h(0) =

∞∫

−∞

∣∣∣f̂(ξ)
∣∣∣
2

dξ.

On the other hand,

h(0) =

∞∫

−∞

g(−t)f(t) dt =

∞∫

−∞

|f(t)|2 dt.

This implies (2.33).

Example 2.33. Let

f(x) =

{
1, |x| ≤ 1

2 ,

0, |x| > 1
2 .

Then
∞∫

−∞

f2(x) dx = 1. Further,

f̂(ξ) =
sinπξ

πξ
.

Thus,
∞∫

−∞

sin2 πξ

(πξ)2
dξ =

∞∫

−∞

∣∣∣f̂(ξ)
∣∣∣
2

dξ =

∞∫

−∞

f2(x) dx = 1.

From here,
∞∫

−∞

sin2 z

z2
dz = π.

This equality has been obtained above (see Example 2.23).
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Exercises to Chapter 2

2.1. Evaluate Fourier transforms of the following functions

2.1.a. f(x) =

{
1, |x| ≤ 1,

0, |x| > 1;

2.1.b. f(x) =





1, 0 < x < 1,

−1, −1 < x < 0,

0, |x| > 1;

2.1.c. f(x) = e−|x|;

2.1.d. f(x) = e−|x| cos 2πx;

2.1.e. f(x) = e−|x| + iΠ(x)

(the definition of the function Π see in Example 2.2);

2.1.f . f(x) = Λ(x) + ie−3|x| cos 2πx

(the definition of the function Λ see in Example 2.3).

2.2. Cosine-transform.

2.2.a. Prove that if a function f ∈ A(R) is even, then

f̂(u) = 2

∞∫

0

f(x) cos 2πux dx.

2.2.b. For a function f ∈ A(0,∞) its cosine-transform f̂C is defined by

f̂C(u) = 2
∞∫
0

f(x) cos 2πux dx. Prove that the cosine-transform of a function

f is equal to the Fourier transform of the even extension of f .

2.3. Evaluate cosine-transforms of the following functions

2.3.a. f(x) = e−x;
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2.3.b. h(x) =

{
1, 0 < x < 2,

0, x > 2;

2.3.c. k(x) =

{
1− 2x, 0 < x < 1/2,

0, x > 1/2.

2.4. Evaluate Fourier transforms of the following functions

2.4.a. f(x) =

{
x, |x| ≤ a,

0, |x| > a;

2.4.b. f(x) =

{
cosx, |x| ≤ π,

0, |x| > π;

2.4.c. f(x) =

{
sinx, |x| ≤ π,

0, |x| > π;

2.4.d. f(x) = |x|e−|x|;

2.4.e. f(x) =

{
ex, x < 0,

−e−x, x ≥ 0.

2.5. Evaluate Fourier transforms of the following functions

2.5.a. f(x) = Π

(
x− 1

2

)
;

2.5.b. f(x) = Π

(
x − 1

2a

a

)
(a > 0);

2.5.c. f(x) = Π(x) sign x;

2.5.d. f(x) = e−c|x−b| (c > 0, b ∈ R);
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2.5.e. f(x) = e−(x−b)2/c (c > 0, b ∈ R);

2.5.f . f(x) = e−c|x| sin bx (c > 0, b ∈ R).

2.6. Prove that
∞∫
0

e−ax sin cx dx = c
a2+c2 and

∞∫
0

e−ax cos cx dx = a
a2+c2 ,

where a > 0, c ∈ R.

2.7. Evaluate Fourier transforms of the following functions

2.7.a. f(x) =

{
1, |x| < 1

2c,

0, |x| > 1
2c;

2.7.b. f(x) =

{
cos πx

c , |x| < 1
2 c,

0, |x| > 1
2c;

2.7.c. f(x) =

{
cos2 πx

c , |x| < 1
2 c,

0, |x| > 1
2c;

2.7.d. f(x) =
1

c
Λ
(x
c

)
(c > 0);

2.7.e. f(x) = x2e−πx2

;

2.7.f . f(x) =
(
4πx2 − 1

)
e−πx2

.

2.8. Using the equality
∞∫
0

sin t
t dt = π

2 , evaluate the Fourier transform of

the function f(x) = sin ax
x (a > 0).

2.9. Evaluate the Fourier transforms of the following functions

2.9.a. f(x) = e−a|x| (a > 0);

2.9.b. f(x) = e−4x2−4x−1;
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2.9.c. f(x) = xe−x2

.

2.10. Let H(x) =

{
0, x < 0,

1, x ≥ 0.
Evaluate the Fourier transforms of the

following functions

2.10.a. f(x) = H(x)e−ax (a > 0);

2.10.b. f(x) = H(x)e−ax cos bx (a > 0, b 6= 0);

2.10.c. f(x) = H(x)e−ax sin bx (a > 0, b 6= 0).

2.11. Let f ∈ A(R). Evaluate the Fourier transforms of the following

functions

2.11.a. f(−x);

2.11.b. f (x − x0) (x0 ∈ R);

2.11.c. f(x)eiξ0x (ξ0 ∈ R);

2.11.d. f(x) sin ξ0x;

2.11.e. f(3x)eix;

2.11.f . f(2x).

2.12. Assume that f is continuously differentiable, f ′ is piecewise smooth,

f, f ′, f ′′ and xf ′(x) are absolutely integrable on R. Apply Fourier transform

to solve the equation

f ′′(x) + xf ′(x) + f(x) = 0, f(0) = 1, f ′(0) = 0.
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2.13. We shall write f(x) ⊃ f̂(u) to denote that f̂(u) is the Fourier

transform of a function f(x). Prove that if f and f̂ are absolutely integrable,

and f is continuous, then f̂(x) ⊃ f(−u). Using this result, verify that

2.13.a.
1

1 + x2
⊃ πe−2π|u|;

2.13.b.
sin2 πx

π2x2
⊃ Λ(u).

2.14. Using 2.13.b, prove the equality
∞∫

−∞

sin2 x
x2 dx = π.

2.15. Prove that if the second derivative f ′′ belongs to A(R) and is

piecewise continuous, then f̂ ∈ A(R).

Hint: Apply Corollary 2.14.

2.16. Assume that functions f, g ∈ A(R) are piecewise continuous.

Prove that if f̂ = ĝ, then f = g, with a possible exception of a set which is

finite in each bounded interval.

2.17. Give an example of a continuous bounded function on R which

is not absolutely integrable. Conversely, give an example of a continuous

absolutely integrable function which is unbounded.

2.18. Let a piecewise continuous function f ∈ A(R) have points of

unremovable discontinuity and is such that 0 <
∞∫

−∞

|f(x)| dx < ∞. Prove

that f̂ cannot be absolutely integrable.

2.19.a. Prove that iπe−2π|x| sign x ⊃ u
1+u2 .

2.19.b. Show that g(u) = u
1+u2 is not absolutely integrable.

2.20.a. Using Example 2.2 and basic properties of Fourier transforms,

show that i
2Π
(
x− 1

2

)
− i

2Π
(
x+ 1

2

)
⊃ sin2 πu

πu .

2.20.b. Show that g(u) = sin2 πu
πu is not absolutely integrable.

2.21. A function f is said to satisfy two-sided Lipschitz condition at a

point x if

|f(x+ s)− f(x+)| ≤ Asα (δ1 > s > 0),

|f(x + s)− f(x−)| ≤ B sβ (−δ2 < s < 0),
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where A, B, α, β, δ1, δ2 are some positive constants. Prove the following

theorem.

Theorem. Let f ∈ A(R) be a piecewise continuous function. If f satisfies

two-sided Lipschitz condition at a point x, then

p.v.

∞∫

−∞

f̂(u)e2πiux du =
1

2
[f(x+) + f(x−)].

2.22. Let f ∈ A(R) be a continuous function. Assume that

f̂(ξ) =

{
1− ξ2, |ξ| ≤ 1,

0, |ξ| > 1.

Find f .

2.23. Let f ∈ A(R) be a continuous function. Let

f̂(ξ) =

{
1− |ξ|, |ξ| ≤ 1,

0, |ξ| > 1.

Find f .

2.24. Using the Fourier inversion formula, prove the following equalities

2.24.a.

∞∫

0

cos ξx

a2 + ξ2
dξ =

π

2a
e−a|x| (x ∈ R, a > 0);

2.24.b.

∞∫

0

e−
1
2
σ2ξ2 cos ξx dξ =

1

σ

√
π

2
e−

x2

2σ2 (x ∈ R, σ > 0);

2.24.c.
2

π

∞∫

0

sin2 ξ

ξ2
cos (2ξx) dξ =

{
1− |x|, |x| ≤ 1,

0, |x| > 1.

2.24.d. Using exercise 2.24.c, derive the equality

∞∫

0

sin2 ξ

ξ2
dξ =

π

2
.
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2.25. Find a continuous and absolutely integrable function f on [0,∞)

such that
∞∫

0

f(x) cos ξx dx =
1

1 + ξ2
(ξ ∈ R).

Is f determined uniquely?

2.26. Find a continuous and absolutely integrable function f on [0,∞)

such that
∞∫

0

f(x) cos ξx dx =
1− cos ξ

ξ2
(ξ ∈ R).

Is f determined uniquely?

2.27. Using the Fourier transform of the function Π from Example 2.2

and Plansherel identity (2.33), prove that

∞∫

0

sin2 ξ

ξ2
dξ =

π

2
.

2.28. Let ĝ(ξ) = (ξ cos ξ − sin ξ)/ξ2.

2.28.a. Using the rule of differentiation of Fourier transform, find g.

2.28.b. Evaluate the integral

∞∫

0

[
x cos x− sinx

x2

]2
dx.

2.29. Prove the equality

x sin πx

1− x2
=

1

2

[
sinπ(1 − x)

1− x
+

sinπ(1 + x)

1 + x

]
(x 6= ±1).

Using this equality, evaluate:

2.29.a.

∞∫

0

x sin πx

1− x2
dx;

2.29.b.

∞∫

0

(
x sin πx

1− x2

)2

dx.
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2.30. Let W (t, α) be the Gauss – Weierstrass kernel (its properties see in

Lemma 2.16). Denote the right-hand side of equality (2.18) (see Lemma 2.15)

by

αW ∗ f(x) =
∞∫

−∞

f(x− t)W (t, α) dt =

∞∫

−∞

f(s)W (x − s, α) ds.

Let a function f ∈ A(R) be bounded and piecewise continuous. Prove that

αW ∗ f(x) uniformly with respect to x in R tends to zero as α → ∞.

2.31. Assuming that f ∈ A(R), prove that

∞∫

−∞

|αW ∗ f(x)| dx ≤
∞∫

−∞

|f(x)| dx.

2.32. Let a function f ∈ A(R) be continuous and m ≤ f(x) ≤ M (x ∈ R).

Prove that m ≤ αW ∗ f(x) ≤ M (x ∈ R).

2.33. Using the definition of a convolution, prove that Π ∗Π(x) = Λ(x).

2.34. Evaluate the convolution
[

1
a2+x2

]
∗
[

1
b2+x2

]
.

2.35. Let f ∈ A(R) and let

g(x) =

∞∫

−∞

f(x− u)
1− cosu

u2
du, x ∈ R.

Express ĝ in terms of f̂ .

2.36. Using Fourier transforms, solve the equations

2.36.a.

∞∫

−∞

f(t)f(x− t) dt = e−4πx2

;

2.36.b.

∞∫

−∞

f(t)f(x− t) dt =
1

1 + x2
.



3. Legendre polynomials

3.1. Definition and recursion formula

The classical Legendre polynomials are algebraic polynomials that form an

orthogonal system on the interval [−1, 1].

First we introduce a general notion of a generating function which will be

used to define the Legendre polynomials.

Let {an}∞n=0 be a sequence of numbers. We consider the power series

∞∑

n=0

anr
n.

If this series has non-zero radius of convergence, then its sum is called the

generating function for the sequence {an}.
For example, if all an = 1, then

F (r) =
∞∑

n=0

rn =
1

1− r
, |r| < 1.

Set

F (x, r) =
1

(1− 2rx + r2)
1/2

.

For a fixed x ∈ [−1, 1], we consider F (x, r) as a function of r. If x = 1, then

F (1, r) =
1

1− r
=

∞∑

n−0

rn.

If x = −1, then

F (−1, r) =
1

1 + r
=

∞∑

n=0

(−1)nrn.

109
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Now we fix an arbitrary x ∈ [−1, 1]. The function r 7→ F (x, r) is infinitely

differentiable at r = 0. Denote by Pn(x) the nth Taylor coefficient of this

function at r = 0, that is,

Pn(x) =
1

n!
· ∂

nF (x, 0)

∂rn
. (3.1)

In particular,

P0(x) = 1, P1(x) = x. (3.2)

Thus, the Taylor expansion of F (x, r) with respect to r is the power series

∞∑

n=0

Pn(x)r
n. (3.3)

It will be shown below that this series converges to F (x, r) for |x| ≤ 1 and

|r| < 1. For small |r| one can prove it with the use of the Taylor expansion

for (1 − z)−1/2 for |z| < 1, taking z = 2xr − r2, and applying the binomial

formula to each power of (2xr − r2)n.

We shall derive the recursion formula for Pn(x). We observe that it is not

necessary to use the convergence of the series (3.3) since we can operate only

with Taylor coefficients.

We have
∂F

∂r
(x, r) =

x− r

(1− 2xr + r2)
3/2

.

Thus,
(
1− 2xr + r2

) ∂F
∂r

(x, r) = (x − r)F (x, r). (3.4)

It follows from (3.3) that the Taylor series for ∂F/∂r is

∞∑

n=0

(n+ 1)Pn+1(x)r
n

(this series is obtained by a formal term-by-term differentiation of the series

(3.3)). Therefore for any n ≥ 1 the Taylor coefficient of rn for the function at

the left-hand side of (3.4) is

(n+ 1)Pn+1(x) − 2nxPn(x) + (n− 1)Pn−1(x).
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On the other hand, for the function at the right-hand side of (3.4) the Taylor

coefficient of rn is

xPn(x)− Pn−1(x).

Since these coefficients are equal, we get

(n+ 1)Pn+1(x) − (2n+ 1)xPn(x) + nPn−1(x) = 0. (3.5)

This relation is called a recursion formula. It follows immediately by in-

duction and (3.2) that Pn(x) is an algebraic polynomial of degree n. The

polynomial Pn(x) is called Legendre polynomial. The function F (x, r) is

called the generating function for the Legendre polynomials.

Proposition 3.1. The system of Legendre polynomials has the following

properties:

(i) the leading coefficient of Pn(x) is

an =
1 · 3 · · · · · (2n− 1)

n!
;

(ii) P2n(x) contains only even powers of x; P2n−1(x) contains only odd

powers of x. Thus, Pn(−x) = (−1)nPn(x);

(iii) Pn(1) = 1, Pn(−1) = (−1)n;

(iv) for each n ∈ N the power xn is a linear combination of Pk(x), k =

0, . . . , n;

(v) any algebraic polynomial Q of degree m can be represented in the form

Q(x) =
m∑

k=0

akPk(x).

Proof. Indeed, for the proof of (i) we observe that by the recursion

formula (3.5),

(n+ 1)an+1 = (2n+ 1)an,

and thus

an+1 =
2n+ 1

n+ 1
an.

It remains to apply the induction.

Statements (ii) – (iv) also can be easily proved by induction, with the use

of the recursion formula (3.5); (v) follows from (iv).
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3.2. Rodrigues formula

The Rodrigues formula gives an explicit expression for Legendre polynomials.

Sometimes it is used for the definition of these polynomials.

We shall apply the following Leibniz’s rule. Let u = u(x), v = v(x) be n

times differentiable functions. Then

(uv)(n) =
n∑

k=0

(
n

k

)
u(n−k)v(k).

Theorem 3.2. For any n ∈ N

Pn(x) =
1

2nn!

dn

dxn

(
x2 − 1

)n
. (3.6)

Proof. Denote by Rn(x) the right hand side of (3.6). It is obvious that

R0(x) = 1 = P0(x) and R1(x) = x = P1(x).

The theorem will be proved if we show that Rn satisfy the same recursion

formula as Pn.

We have
d

dx

(
x2 − 1

)n+1
= 2(n+ 1)x

(
x2 − 1

)n
.

Thus,

Rn+1(x) =
1

2n+1(n+ 1)!

dn+1

dxn+1

(
x2 − 1

)n+1

=
1

2nn!

dn

dxn

[
x
(
x2 − 1

)n]
. (3.7)

By Leibniz’s rule, we obtain

Rn+1(x) =
1

2nn!

[
x
dn

dxn

(
x2 − 1

)n
+ n

dn−1

dxn−1

(
x2 − 1

)n
]

= xRn(x) +
n

2nn!
Φn(x),

where

Φn(x) =
dn−1

dxn−1

(
x2 − 1

)n
.
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Performing one differentiation on the right hand side of (3.7), we have
(
x
(
x2 − 1

)n)′
=
(
x2 − 1

)n
+ 2nx2

(
x2 − 1

)n−1

= (2n+ 1)
(
x2 − 1

)n
+ 2n

(
x2 − 1

)n−1
.

From here and (3.7),

Rn+1(x) =
1

2nn!

dn−1

dxn−1

[
(2n+ 1)

(
x2 − 1

)n
+ 2n

(
x2 − 1

)n−1
]

= Rn−1(x) +
2n+ 1

2nn!
Φn(x).

Thus,

Rn+1(x) −Rn−1(x) =
2n+ 1

2nn!
Φn(x). (3.8)

Before we have already obtained that

Rn+1(x) − xRn(x) =
n

2nn!
Φn(x).

From these equalities it follows that

(n+ 1)Rn+1(x) − (2n+ 1)xRn(x) + nRn−1(x) = 0,

which coincides with the recursion formula for Pn. Thus, Rn = Pn.

From (3.8) we obtain the second recursion formula for Legendre polyno-

mials.

Theorem 3.3. For any n ∈ N

P ′
n+1(x) − P ′

n−1(x) = (2n+ 1)Pn(x). (3.9)

3.3. Orthogonality

In this section we show that the Legendre polynomials form an orthogonal

system on [−1, 1].

Theorem 3.4. The Legendre polynomials satisfy the following orthogo-

nality relations

1∫

−1

Pm(x)Pn(x) dx =

{
0, m 6= n,

2/(2n+ 1), m = n.
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Proof. Using Rodrigues formula, we have for any function ϕ ∈ C(n)[−1, 1]

2nn!

1∫

−1

ϕ(x)Pn(x) dx =

1∫

−1

ϕ(x)
dn

dxn

(
x2 − 1

)n
dx

= (−1)n
1∫

−1

ϕ(n)(x)
(
x2 − 1

)n
dx.

The last equality follows by a successive n-fold integration by parts; all the

integrated terms are equal to zero. If m < n and ϕ(x) = Pm(x), then

ϕ(n)(x) = 0. Thus,

1∫

−1

Pm(x)Pn(x) dx = 0 (m 6= n). (3.10)

Now, we denote

Cn =

1∫

−1

P 2
n(x) dx.

Let an be the leading coefficient of Pn. We have

Pn(x) =
an

an−1
xPn−1(x) +Q(x),

where Q(x) is a polynomial of degree not greater than n − 1. By Propo-

sition 3.1 (v) and equality (3.10), polynomials Pn and Q are orthogonal on

[−1, 1], and hence

Cn =
an

an−1

1∫

−1

Pn(x)xPn−1(x) dx.

By the recursion formula (3.5),

xPn(x) =
1

2n+ 1
[(n+ 1)Pn+1(x) + nPn−1(x)] .

This gives that

Cn =
an

an−1

n

2n+ 1
Cn−1.
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By Proposition 3.1 (i),
an

an−1
=

2n− 1

n
.

Thus,

Cn =
2n− 1

2n+ 1
Cn−1.

Besides, C0 = 2. Thus, Cn = 2/(2n+ 1).

Corollary 3.5. For any n ∈ N the polynomial Pn on the interval [−1, 1]

is orthogonal to any polynomial Q of the degree not greater than n− 1.

Indeed, by Proposition 3.1 (v), any such polynomial Q is represented in

the form

Q(x) =
n−1∑

k=0

ckPk(x).

It remains to apply Theorem 3.4.

To some extent, the converse statement also is true.

Proposition 3.6. Let G be an algebraic polynomial of degree n, n ∈ N.

Assume that the polynomial G on the interval [−1, 1] is orthogonal to any

polynomial of degree ≤ n−1. Then G(x) = c Pn(x), where c is some constant.

Proof. By Proposition 3.1 (v), the polynomial G can be represented in

the form

G(x) =
n∑

k=0

ckPk(x).

By Theorem 3.4, we have

1∫

−1

G(x)Pm(x) dx =
2

2m+ 1
cm

for any m ≤ n − 1. On the other hand, by our assumption, the integral at

the left-hand side is equal to zero. Hence, cm = 0 for any m ≤ n − 1, and

G(x) = cnPn(x).

So, {Pn(x)}∞n−0 is an orthogonal system on [−1, 1]. We shall consider

expansions into Fourier series with respect to this system. Let f be a Riemann
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integrable function on [−1, 1]. Taking into account that

‖Pn‖2 =

√
2

2n+ 1
,

and applying formula (1.17), we define the Fourier-Legendre coefficients of

the function f by

cn =
2n+ 1

2

1∫

−1

f(x)Pn(x) dx (n = 0, 1, ...). (3.11)

Example 3.7. Expand the function

f(x) =




1, 0 < x ≤ 1,

0, −1 ≤ x ≤ 0

in series of Legendre polynomials.

Solution. By (3.11), we have

cn =
2n+ 1

2

1∫

0

Pn(x) dx (n = 0, 1, ...).

First, c0 = 1/2. Further, for n ≥ 1 we apply Rodrigues formula (3.6). This

gives

cn =
2n+ 1

2n+1n!

1∫

0

dn

dxn

(
x2 − 1

)n
dx =

2n+ 1

2n+1n!

dn−1

dxn−1

(
x2 − 1

)n ∣∣1
0
.

Set ϕ(x) = (x2 − 1)n. Clearly, ϕ(n−1)(1) = 0. On the other hand, by the

binomial formula,

ϕ(x) =
n∑

k=0

(−1)n−k

(
n

k

)
x2k.

The derivatives of order n−1 of the powers x2k at x = 0 are equal to 0 unless

2k = n − 1. For an even n this case cannot hold and thus cn = 0 for even n.

Let n = 2m+ 1. Then simple computations give that

c2m+1 =
4m+ 3

(2m + 1)!22m+2
(−1)m

(
2m+ 1

m

)
(2m)!
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= (−1)m
4m+ 3

4m+1

(2m)!

m!(m + 1)!
.

Thus,

f(x) ∼ 1

2
+

∞∑

m=0

(−1)m
4m+ 3

4m+1

(2m)!

m!(m + 1)!
P2m+1(x).

3.4. Completeness

In this section we shall prove that the system of Legendre polynomials is

complete. According to Definition 1.43, this means that for any function f

continuous on [−1, 1], its Fourier-Legendre series

∞∑

n=0

cnPn(x) (3.12)

(where cn are defined by (3.11)) mean square converges to f. The proof of

this fact is based upon the following Weierstrass theorem on approximation

by algebraic polynomials.

Theorem 3.8 (Weierstrass). Let f be a continuous function on [a, b].

Then for any ε > 0 there exists an algebraic polynomial Q such that

|f(x)−Q(x)| < ε for all x ∈ [a, b].

Proof. We shall derive this theorem from the Weierstrass theorem on

approximation by trigonometric polynomials (Theorem 1.52). We may as-

sume that [a, b] = [0, π] (otherwise we apply the linear change of variable x =

a+ t(b−a)/π, 0 ≤ t ≤ π, and consider the function ϕ(t) = f(a+ t(b−a)/π)).

Further, we extend the function f to [−π, 0] as an even function, and then to

the whole real line with the period 2π. Denote the extended function by g.

Clearly, g is a continuous even 2π-periodic function, and

g(x) = f(x) for all x ∈ [0, π]. (3.13)

Let ε > 0. By Theorem 1.52, there exists a trigonometric polynomial T such

that

|g(x) − T (x)| < ε

2
for all x ∈ R. (3.14)
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The Taylor series of the function T converges uniformly to T (x) on every

bounded interval (since T is a linear combination of cosines and sines). Let

Sm be a partial sum of the Taylor series of T. Then for a sufficiently big m

we have that

|T (x) − Sm(x)| < ε

2
for all x ∈ [0, π]. (3.15)

Now (3.13), (3.14), and (3.15) imply that

|f(x)− Sm(x)| < ε for all x ∈ [0, π].

Since Sm is an algebraic polynomial (of degree m), this proves the theorem.

Now we prove the completeness of the system of Legendre polynomials.

Theorem 3.9. The system of Legendre polynomials {Pn}∞n=0 is complete

on [−1, 1].

Proof. Let f be a continuous function on [−1, 1]. We denote by Sn the

nth partial sum of the Legendre expansion of f , that is,

Sn(x) =
n∑

k=0

ckPk(x),

where ck are defined by (3.11). We show that

lim
n→∞

1∫

−1

[f(x) − Sn(x)]
2dx = 0. (3.16)

Let ε > 0. By Weierstrass Theorem 3.8, there exists an algebraic polynomial

Q such that

|f(x) −Q(x)| < ε for all x ∈ [−1, 1]. (3.17)

Let m be the degree of Q. Then

Q(x) =

m∑

k=0

akPk(x).

Using the least squares property of partial sums of Fourier series (Theo-

rem 1.24) and applying (3.17), we obtain that

1∫

−1

[f(x)− Sn(x)]
2dx ≤

1∫

−1

[f(x)−Q(x)]2dx < 2ε2
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for all n ≥ m. This implies (3.16).

By Theorem 1.44, the completeness property can be expressed in the fol-

lowing equivalent form.

Theorem 3.10. Any function f continuous on [−1, 1] satisfies Parseval’s

identity
∞∑

n=0

2

2n+ 1
c2n =

1∫

−1

f2(x) dx.

3.5. Legendre equation

In this section we show that Legendre polynomials satisfy a second order

differential equation.

Theorem 3.11. The nth Legendre polynomial y = Pn(x) satisfies the

differential equation

(
1− x2

)
y′′ − 2xy′ + n(n+ 1)y = 0. (3.18)

Proof. For n = 0 and n = 1 the theorem is true (see (3.2)). Let n ≥ 2.

Equation (3.18) can be also written in the form

[(
1− x2

)
y′
]′
+ n(n+ 1)y = 0. (3.19)

Let g(x) =
[(
1− x2

)
P ′
n(x)

]′
. Since P ′

n is a polynomial of the degree n − 1,

then
(
1− x2

)
P ′
n(x) is a polynomial of the degree n+1, and g is a polynomial of

the degree n. We show that the polynomial g is orthogonal to any polynomial

of the degree not greater than n−1. Let Φ be such a polynomial. Integrating

twice by parts, we obtain

1∫

−1

g(x)Φ(x) dx =

1∫

−1

[(
1− x2

)
P ′
n(x)

]′
Φ(x) dx

= −
1∫

−1

(
1− x2

)
P ′
n(x)Φ

′(x) dx =

1∫

−1

Pn(x)
[(
1− x2

)
Φ′(x)

]′
dx (3.20)
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(the integrated terms are equal to zero due to the factor 1 − x2). Since the

degree of the polynomial Φ′(x) doesn’t exceed n−2, then
[(
1− x2

)
Φ′(x)

]′
is a

polynomial of the degree not greater than n−1. By Corollary 3.5, the integral

on the right-hand side of (3.20) is equal to zero. Thus, the polynomial g of the

degree n on the interval [−1, 1] is orthogonal to any polynomial of the degree

not greater than n− 1. By Proposition 3.6, this implies that g(x) = c Pn(x),

where c is some constant. Applying Proposition 3.1 (i), we easily obtain that

the leading coefficient of the polynomial g is equal to −n(n+ 1)an, where an

is the leading coefficient of the polynomial Pn. Thus, g(x) = −n(n+1)Pn(x).

It follows that Pn satisfies equation (3.19).

Equation (3.18) is called Legendre’s equation. As it was already observed,

it can be written in the form

((
1− x2

)
y′
)′
+ n(n+ 1)y = 0.

3.6. Laplace’s integral representation

Along with Rodrigues formula, there are known different integral represen-

tations for Legendre polynomials. The following representation is due to

Laplace.

Theorem 3.12. For each n

Pn(x) =
1

π

π∫

0

[
x+

(
x2 − 1

)1/2
cosϕ

]n
dϕ. (3.21)

Proof. Denote by yn(x) the right-hand side of (3.21). We have

y0(x) = 1 = P0(x),

y1(x) =
1

π

π∫

0

[
x +

(
x2 − 1

)1/2
cosϕ

]
dϕ = x = P1(x).

Our theorem will be proved if we show that functions yn(x) satisfy the same

recursion formula as Pn(x).
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Set Q = x+ (x2 − 1)1/2 cosϕ. Then

yn−1(x) =
1

π

π∫

0

Qn−1 dϕ,

yn(x) =
1

π

π∫

0

[
x+

(
x2 − 1

)1/2
cosϕ

]
Qn−1 dϕ

and

yn+1(x) =
1

π

π∫

0

[
x+

(
x2 − 1

)1/2
cosϕ

]2
Qn−1 dϕ.

This implies that

(n+ 1)yn+1(x)− (2n+ 1)xyn(x) + nyn−1(x) =
1

π

π∫

0

WQn−1dϕ, (3.22)

where

W = (n+ 1)
[
x2 + 2x(x2 − 1)1/2 cosϕ+ (x2 − 1) cos2 ϕ

]

−(2n+ 1)x
[
x +

(
x2 − 1

)1/2
cosϕ

]
+ n

= −n(x2 − 1) sin2 ϕ+ (x2 − 1)1/2Q cosϕ ≡ U + V.

Integrating by parts, we obtain

π∫

0

V Qn−1dϕ = (x2 − 1)1/2
π∫

0

Qn cosϕdϕ

= (x2 − 1)1/2


(Qn sinϕ) |π0 + n(x2 − 1)1/2

π∫

0

Qn−1 sin2 ϕdϕ




= n(x2 − 1)

π∫

0

Qn−1 sin2 ϕdϕ = −
π∫

0

UQn−1dϕ.

Thus, the right-hand side of equality (3.22) is equal to 0. This implies that

yn(x) satisfy the recursion formula (3.5) and therefore (3.21) holds for all n.
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Applying Theorem 3.12, we obtain an upper bound for Legendre polyno-

mials.

Corollary 3.13. We have

|Pn(x)| ≤ 1 for all x ∈ [−1, 1] and all n. (3.23)

Proof. Indeed,

∣∣∣x+ i
(
1− x2

)1/2
cosϕ

∣∣∣
2

= x2 +
(
1− x2

)
cos2 ϕ ≤ x2 + 1− x2 = 1.

In view of (3.21), this implies (3.23).

Applying (3.23) and Weierstrass M-test, we obtain that the series

∞∑

n=0

Pn(x)r
n (3.24)

converges for all x ∈ [−1, 1] and all r ∈ (−1, 1).

Furthermore, using (3.23) and recursion formula

P ′
n+1(x) − P ′

n−1(x) = (2n+ 1)Pn(x), (3.25)

(see (3.9)), we obtain that

|P ′
n(x)| ≤

n(n+ 1)

2
(x ∈ [−1, 1], n ∈ N). (3.26)

Indeed, denote by An the maximum of |P ′
n(x)| on [−1, 1]. It follows from(3.25)

and (3.23) that

An+1 ≤ An−1 + 2n+ 1. (3.27)

We have also A0 = 0 and A1 = 1. Applying these equalities and (3.27), and

using the induction, we easily obtain (3.26).

Let r ∈ (−1, 1) be fixed. By (3.26), the series

∞∑

n=0

|P ′
n(x)||r|n

converges uniformly for |x| ≤ 1. Thus, by Theorem 7, we obtain the following

result.
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Corollary 3.14. We have

∂

∂x

(
∞∑

n=0

Pn(x)r
n

)
=

∞∑

n=0

P ′
n(x)r

n (3.28)

for all x ∈ [−1, 1] and all r ∈ (−1, 1).

We have already observed that for sufficiently small |r| the sum of series

(3.24) coincides with the generating function

F (x, r) =
1

1− 2rx + r2
.

Now we can show that

F (x, r) =
∞∑

n=0

Pn(x)r
n (3.29)

for all x ∈ [−1, 1] and all r ∈ (−1, 1).

Indeed, fix x0 ∈ [−1, 1]. The function y = F (x0, r) satisfies the differential

equation

(1 + r2 − 2rx0)
dy

dr
+ (r − x0)y = 0 (3.30)

for all r ∈ (−1, 1). On the other hand, set

gx0
(r) =

∞∑

n=0

Pn(x0)r
n, |r| < 1.

Then gx0
is a continuously differentiable function on (−1, 1). Moreover, using

the recursion formula (3.5), we obtain that gx0
also satisfies equation (3.30).

But this equation is equivalent to

(ln y(r))′ =
x0 − r

1 + r2 − 2rx0
.

It is easy to see that its solution is unique up to multiplication by a constant.

Since gx0
(0) = F (x0, 0) = 1, we have that gx0

(r) = F (x0, r) for all r ∈ (−1, 1).

Since x0 is arbitrary, we obtain that equality (3.29) holds for all x ∈ [−1, 1]

and all r ∈ (−1, 1).

Example 3.15. Expand the function f(x) = (5 − 4x)−1/2 in a series of

Legendre polynomials on the interval [−1, 1].
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We have

f(x) =
1

2(1− x + 1/4)1/2
=

1

2
F

(
x,

1

2

)
.

Thus, by (3.29),

f(x) =

∞∑

n=0

Pn(x)

2n+1
(|x| ≤ 1).
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Exercises to Section 3

3.1. Prove that each of the systems

{P2n−1}∞n=1 and {P2n}∞n=0

3.1.a. is orthogonal on [0, 1];

3.1.b. is complete on [0, 1].

3.2. Represent the function f(x) = (10− 6x)−1/2 as a series in Legendre

polynomials on the interval [−1, 1].

3.3. Use the recursion formulas (3.5) and (3.9) for Legendre polynomials

to solve the following problems.

3.3.a. Show that

Pn(0) = −n− 1

n
Pn−2(0) (n ≥ 2),

and evaluate Pn(0).

3.3.b. Show that P ′
n(0) = nPn−1(0).

3.4. Expand each of the following functions in series of Legendre poly-

nomials in two ways:

1) using Rodrigues formula (3.6) and exercise 3.3.a;

2) using recursion formula (3.9) and exercise 3.3.a.

3.4.a. f1(x) =

{
1, 0 < x ≤ 1,

0, −1 ≤ x ≤ 0.

3.4.b. f2(x) = signx (|x| ≤ 1).

3.4.c. f3(x) = |x| (|x| ≤ 1).

3.5. Show that

Pn(x) =
1

2n

∑

j≤n/2

(−1)j(2n− 2j)!xn−2j

j!(n− j)!(n− 2j)!
.
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Hint: use the Rodrigues formula (3.6) and the expansion of
(
x2 − 1

)n
by the

binomial formula.

3.6. Show that

1∫

−1

|Pn(x)| dx ≤ C√
n

(n ∈ N),

where C is some constant.

3.7. Let f be a continuously differentiable function on the interval [−1, 1].

Prove the following estimate

|cn| ≤
A√
n

(n ∈ N),

where cn are the Fourier coefficients of the function f with respect to the

Legendre system and A is some constant.

Hint: use the recursion formula (3.9), Proposition 3.1 (iii), and exercise 3.6.

3.8. Show that

|P ′′
n (x)| ≤

1

2
n4 (|x| ≤ 1).

Hint: use the recursion formula (3.9) and inequalities (3.23), (3.26).

3.9. Prove the equalities

(
1− x2

) d

dx
Pn(x)

=
n(n+ 1)

2n+ 1
[Pn−1(x) − Pn+1(x)]

= −nxPn(x) + nPn−1(x)

= (n+ 1)xPn(x)− (n+ 1)Pn+1(x).

3.10. Using equalities from exercise 3.9, prove that

(1− x)
[
P ′
n(x) + P ′

n+1(x)
]
= (n+ 1) [Pn(x) − Pn+1(x)] .

3.11. Using the Laplace integral representation (3.21), prove the estimate

|Pn(x)| ≤
2

π

π/2∫

0

[
1−

(
1− x2

)
sin2 ϕ

]n/2
dϕ (|x| ≤ 1).
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3.12∗. Prove the estimate

|Pn(x)| ≤
C√

n (1− x2)
(|x| < 1),

where C is some constant.

Hint: use exercise 3.11 and inequalities

et ≥ 1 + t (t ∈ R);

sinϕ ≥ 2

π
ϕ

(
0 ≤ ϕ ≤ π

2

)
.



Answers to exercises

1.2.a. an = 0 (n = 0, 1, . . . ), bn = 2(−1)n−1/n (n = 1, 2, . . . ).

1.2.b. a0 =
2

3
π2, an =

4

n2
(−1)n, bn = 0 (n = 1, 2, . . . ).

1.2.c.

a0 = 1, an = 0, bn = 0 (n = 2k); bn =
2

πn
(n = 2k − 1), (k = 1, 2, . . . ).

1.2.d. a0 = 2π, an = 0, bn = −2/n (n = 1, 2, . . . ).

1.3.a.
1

2
− 4

π2

∞∑

n=1

1

(2n− 1)2
cos(2n− 1)πx.

1.3.b.
12

π

∞∑

n=1

1

2n− 1
sin

π(2n− 1)

2
x.

1.5.a. Even ext. : 1. Odd ext.:
4

π

∞∑

n=1

1

2n− 1
sin

π(2n− 1)

a
x.

1.5.b. Even ext.:
a

2
− 4a

π2

∞∑

n=1

1

(2n− 1)2
cos

π(2n− 1)

a
x.

Odd ext.:
2a

π

∞∑

n=1

(−1)n−1

n
sin

πn

a
x.

1.5.c.

Even ext.: 1− cos 1− 2
∞∑

n=1

1− (−1)n cos 1

π2n2 − 1
cosπnx.

128
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Odd ext.: 2π sin 1
∞∑

n=1

(−1)n−1n

π2n2 − 1
sinπnx.

1.5.d. Even ext.:
2

π
− 4

π

∞∑

n=1

1

4n2 − 1
cos 2nx. Odd ext.: sinx.

1.6.a.
4

π

∞∑

n=1

(−1)n−1

n
sin

πn

2
x.

1.6.b.
4

π2

∞∑

n=1

(−1)n−1

(2n− 1)2
sin(2n− 1)πx.

1.7.

(cosx)n =
1

2n−1

[n+1

2 ]−1∑

k=0

(
n

k

)
cos(n− 2k)x+Bn,

where

Bn = 2−n

(
n

n/2

)
(n = 2k), Bn = 0 (n = 2k − 1, k = 1, 2, . . . ).

1.10. Tn(x) =
n∑

k=1

1
k sin kx. 1.11.a. α0 = 1

2 , β0 = 0, γ0 = 0, F
(
1
2 , 0, 0

)
=

1. 1.11.b. α0 = π2/3, β0 = −4, γ0 = 0, 04, F (α0, β0, γ0) =
8
45π

4 − 10001
625 ≈

1, 3. 1.11.c. α0 = β0 = γ0 = 0, F (0, 0, 0) = 1. 1.11.d. α0 = 1, β0 = −2, γ0 =

0, F (1,−2, 0) = 0. 1.11.e. α0 = π
2 , β0 = − 4

π , γ0 = 0, F
(
π
2 ,− 4

π , 0
)
= π2

6 − 16
π2 .

1.11.f. α0 = 2
π , β0 = 0, γ0 = − 4

99π , F
(
2
π , 0,− 4π

99

)
= 1− 78424

9801π2 . 1.12. α0 = 0,

β0 = 0, γ0 = −1, F (0, 0,−1) = 2
3π

2 − 1. 1.13. f(x) = α + β sinx (α, β ∈ R).

1.14. f(x) = α + β cosx+ γ sinx (α, β, γ ∈ R). 1.15.a. 1
2

b∫
a

f(x) dx. 1.15.b.

0. 1.21.a. 0. 1.21.b. 0 (n < 100), π (n ≥ 100). 1.22. 100, 5. 1.23. 1
2 .

1.24.a. a0 = 1 − 2
3π

2, an = 4
π2 (−1)n−1, bn = 0 (n = 1, 2, . . . ). 1.24.b. π2

and 0, resp.

1.25.
1

2
− 1

π

∞∑

n=1

1

n
sin 2πnx;

1

2
,
1

2
,
1

2
.

1.26.b. −π + x

2
. 1.26.e.

∞∑

k=1

sin(2k − 1)x

2k − 1
. 1.27. 2

∞∑

n=1

(−1)n+1

n
sinnx.
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1.28.a.
π2

3
+4

∞∑

n=1

(−1)n

n2
cosnx. 1.28.b. 2

∞∑

n=1

(−1)n+1

n

(
π2 − 6

n2

)
sinnx.

1.28.c.
π4

5
+ 8

∞∑

n=1

(−1)n

n2

(
π2 − 6

n2

)
cosnx.

1.29.a. π2/6. 1.29.b. −π2/12. 1.33.b. Yes.

1.33.e. π2x/6 − π2x2/4 + x3/12. 1.36. A = 2/π, B = 1. Yes.

1.38.a.
1

π
+

1

2
(cos x+ sinx) − 2

π

∞∑

k=1

1

4k2 − 1
(cos 2kx+ k sin 2kx) .

1.38.b. −1. 1.39.a. All, except the fourth. 1.39.b. 1), 2), 6). 1.42. π4

90
.

1.45. 2π(n + 1). 1.46. 1 + e2π−e−2π

4π . 1.47. f(x) = α sinx (α ∈ R); f(x) =

β cosx (β ∈ R). 1.56. No.

2.1.a. f̂(0) = 2, f̂(ξ) =
sin 2πξ

πξ
(ξ 6= 0).

2.1.b. f̂(0) = 0, f̂(ξ) = −2i
sin2 πξ

πξ
(ξ 6= 0).

2.1.c.
2

1 + 4π2ξ2
. 2.1.d.

1

1 + 4π2(ξ + 1)2
+

1

1 + 4π2(ξ − 1)2
.

2.1.e. f̂(0) = 2 + i, f̂(ξ) =
2

1 + 4π2ξ2
+ i

sinπξ

πξ
(ξ 6= 0)

2.1.f. f̂(0) = 1 +
6i

9 + 4π2
,

f̂(ξ) =
sin2 πξ

π2ξ2
+ 3i

(
1

9 + 4π2(ξ + 1)2
+

1

9 + 4π2(ξ − 1)2

)
(ξ 6= 0).

2.3.a.
2

1 + 4π2u2
. 2.3.b. ĥC(0) = 4, ĥC(u) =

sin 4πu

πu
(u 6= 0).

2.3.c. k̂C(0) =
1

2
, k̂C(u) = 2

sin2 πu
2

π2u2
(u 6= 0).
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2.4.a. f̂(0) = 2a, f̂(ξ) =
sin 2πaξ

πξ
(ξ 6= 0).

2.4.b. f̂

(
± 1

2π

)
= π, f̂(ξ) =

4πξ

1− 4π2ξ2
sin 2π2ξ

(
ξ 6= ± 1

2π

)
.

2.4.c. f̂

(
± 1

2π

)
= ∓πi, f̂(ξ) =

−2i

1− 4π2ξ2
sin 2π2ξ

(
ξ 6= ± 1

2π

)
.

2.4.d. 2 · 1− 4π2ξ2

(1 + 4π2ξ2)
2 . 2.4.e.

4πiξ

1 + 4π2ξ2
.

2.5.a. f̂(0) = 1, f̂(ξ) =
1

2πiξ

(
1− e−2πiξ

)
(ξ 6= 0).

2.5.b. f̂(0) = a, f̂(ξ) =
1

2πiξ

(
1− e−2πiaξ

)
(ξ 6= 0).

2.5.c. f̂(0) = 0, f̂(ξ) =
i

πξ
(cos πξ − 1) (ξ 6= 0).

2.5.d.
2ce−2πibξ

c2 + 4π2ξ2
. 2.5.e.

√
πce−π(πc2ξ2+2ibξ).

2.5.f. − 8πbciξ

(c2 + (2πξ + b)2) (c2 + (2πξ − b)2)
.

2.7.a. f̂(0) = c, f̂(ξ) =
sinπcξ

πξ
(ξ 6= 0).

2.7.b. f̂

(
±1

2
c

)
=

c

2
, f̂(ξ) =

2c

π

cosπcξ

1− 4c2ξ2

(
ξ 6= ±1

2
c

)
.

2.7.c. f̂(0) =
c

2
, f̂

(
1

c

)
=

c

4
, f̂(ξ) =

sinπcξ

2πξ (1− c2ξ2)

(
ξ 6= 0,

1

c

)
.
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2.7.d. f̂(0) = c, f̂(ξ) =
sin2 πcξ

π2cξ2
(ξ 6= 0).

2.7.e.

(
1

2π
− ξ2

)
e−πξ2 . 2.7.f.

(
1− 4πξ2

)
e−πξ2 .

2.8. f̂(ξ) =





π/2, |ξ| = a/(2π),

π, |ξ| < a/(2π),

0, |ξ| > a/(2π).

2.9.a.
2a

a2 + 4π2ξ2
. 2.9.b.

√
π

2
eπiξ−

π2

4
ξ2 . 2.9.c. − π

3
2 iξe−π2ξ2 .

2.10.a.
1

a+ 2πiξ
. 2.10.b.

a+ 2πiξ

(a+ 2πiξ)2 + b2
. 2.10.c.

b

(a + 2πiξ)2 + b2
.

2.11.a. f̂(−ξ). 2.11.b. e−2πiξx0 f̂(ξ). 2.11.c. f̂ (ξ − ξ0/(2π)) .

2.11.d.
1

2i

[
f̂

(
ξ − ξ0

2π

)
− f̂

(
ξ +

ξ0
2π

)]
. 2.11.e.

1

3
f̂

(
2πξ − 1

6π

)
.

2.11.f. 1
2 f̂
(

ξ
2

)
. 2.12. e−x2/2.

2.17.

f(x) =
sinx

x
(x 6= 0), f(0) = 1;

f(x) = 0,

(
x ≤ 15

8

)
, f(k) = k, f

(
k ± 1

k3

)
= 0 (k = 2, 3, . . . ),

and we define f as a linear function between any two neighboring points in

which f is already defined.

2.22. f(0) =
4

3
, f(x) =

1

π2

(
sin 2πx

2πx
− cos 2πx

)
(x 6= 0).

2.23. f(0) = 1, f(x) =
sin2 πx

π2x2
(x 6= 0).
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2.25. e−x, determined uniquely. 2.26. f(x) = 1−x (0 ≤ x ≤ 1), f(x) = 0

(x > 1), determined uniquely.

2.28.a. g(x) =

{
−2π2ix, |x| ≤ 1/(2π),

0, |x| > 1/(2π).

2.28.b. π/6. 2.29.a. π/2. 2.29.b. π2/4. 2.34.
π(a + b)

ab (x2 + (a + b)2)
.

2.35. ĝ(ξ) =

{
π(1 − 2π|ξ|)f̂ (ξ), |ξ| ≤ 1/(2π),

0, |ξ| > 1/(2π).

2.36.a. ± 2e−8πx2

. 2.36.b. ± 2√
π

1

1 + 4x2
.

3.2.

∞∑

n=0

Pn(x)

3n+1
. 3.3.a. P2k−1(0) = 0,

P2k(0) = (−1)k
1 · 3 · · · · · (2k − 1)

2kk!
(k = 1, 2, . . . ).

3.4.a.
1

4

∞∑

n=0

(−1)n(4n+ 3)
1 · 3 · · · · · (2n− 1)

2n(n+ 1)!
P2n+1(x).

3.4.b.
∞∑

n=0

(−1)n
(4n+ 3)(2n)!

(2n+ 2)22n (n!)
2P2n+1(x).

3.4.c.
1

2
−

∞∑

n=1

(−1)n
4n+ 1

2n− 1
· 1 · 3 · · · · · (2n− 1)

2n+1(n+ 1)!
P2n(x).



Index

A, class of absolutely integrable functions,

72

C, class of continuous functions, 8

Λ, 74

L2, 37

PC, class of piecewise continuous functions,

8

PS, class of piecewise smooth functions, 9

Π, 73

R, class of Riemann integrable funcions, 11

‖ · ‖2, quadratic norm, 37

‖ · ‖1, the norm of the order 1, 72

∼, the correspondence of the Fourier series

to a function, 24

⊃, the correspondence of the Fourier trans-

form to a function, 105

∗, the convolution, 93

αW ∗ f transform, 108

Coefficients

– Fourier – Legendre, 116

– Fourier of a function, 24

– – of an arbitrary period, 34

– – with respect to an arbitrary system,

38

– of a trigonometric series, 22

Completeness

– of an orthogonal system of functions, 53

– of the system of Legendre polynomials,

118

– of the trigonometric system, 58

Complex conjugation, 31

Condition

– Hölder, 64

– of convergence of a series, necessary, 9

Convergence

– mean square

– – of a sequence, 53

– – of a series, 53

– of an integral in the sense of principal

value, 89

Cosine series, 26

Cosine-transform, 101

Derivative of a function

– left, 63

– right, 63

Dilation of a function, 79

Distance between functions

– euclidean, 39

– quadratic, 39

Equality

– Parseval, 54, 68

– Pythagorean, 41

Extension of a function

– even, 6

– odd, 6

– periodic, 7

Fourier transform, 72

134
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Formula

– Dirichlet, 43

– Euler, 30

– for Legendre polynomials,recurrent, 111,

113

– inversion of Fourier transform, 82

– of integral calculus, fundamental, 11

– Rodrigues, 112

Function

– Λ, 74

– Π, 73

– absolutely integrable, 12

– – complex-valued, 72

– even, 5

– Dirichlet, 6

– generating, 109

– – for Legendre polynomials, 111

– limit of a sequence, 10

– Lipschitz, 63

– odd, 5

– piecewise continuous, 8

– piecewise smooth, 8

– periodic, 6

– step, 12

– two-sided Lipschitz, 105

– with a compact support, 14

Gaussian, 77

Identity

– Bessel, 41

– Plansherel, 98

Inequality

– Bessel, 41

– Cauchy, 18

– Schwarz, 19

– Steklov, 69

– Wirtinger, 69

Integral

– improper, 12

– – convergent, 12

– – – absolutely, 12

– – – uniformly, 15

– – dependent on parameter, 15

– Laplace, 88, 92

– undefinite, 11

Integral representation

– Laplace, 120

– of a partial sum of a Fourier series, 43

jump, 8

Jump of a function, 8

Kernel

– Dirichlet, 84

– Gauss–Weierstrass, 43, 74

– Fejér, 55, 74

Legendre equation, 120

Leibniz’s rule, 112

Means

– arithmetic, 19

– Fejér, 55

Norm of a function

– of the order 1, ‖ · ‖1, 72

– quadratic, L2, ‖ · ‖2, 37

Orthogonal functions, 22

Part of a function,

– even, 27

– odd, 27

Period of a function, 6

Polynomial

– Legendre, 111

– with respect to an arbitrary system, 38

– trigonometric, 25
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Property

– completeness of the trigonometric sys-

tem, 58

– of the partial sums of Fourier series, min-

imal, 40

– symmetry of convolution, 93

– uniqueness of the Fourier series, 53

Riemann – Lebesgue Lemma on convergence

to zero

– of Fourier coefficients, 41

– of Fourier transform, 76

Scalar product of functions, 22

– complex-valued, 32

Sequence

– convergent

– – on a set, 10

– – uniformly, 10

– summable by the method of arithmetic

means, (C, 1), 19

Series

– convergent, 9

– – absolutely, 9

– – conditionally, 9

– – on a set, 10

– – uniformly, 10

– (C, 1)-summable, 20

– divergent, 9

– Fourier, 24

– – of a function with arbitrary period,

34

– – with respect to arbitrary system, 38

– Fourier – Legendre, 117

– numerical, 9

– summable by the method of arithmetic

means, 20

– trigonometric, 22

Sine-series, 26

Sum of a series, 9

– of functions, 10

– partial, 9

Summation by the Gauss – Weierstrass

method, 85

System

– exponential, 31

– of functions,

– – complete, 53

– – orthogonal, 22, 37

– – orthonormal, 37

– Rademacher, 37

– trigonometric, 22

Terms of a numerical series, 9

Theorem

– Cauchy, on summability of a sequence,

19

– convolution, 97

– Dirichlet

– – on convergence of Fourier series at

a point,

– – on inversion of Fourier transform,

86, 89, 44

– Fejér

– – on summability of Fourier series at

a point, 56

– – on uniform convergence of Fejér

means, 58

– Gram, 40

– of integral calculus, fundamental, 11

– on uniqueness

– – of Fourier series, 54

– – of Fourier transform, 87

– Parseval, 68

– Weierstrass on approximation

– – by algebraic polynomials, 117

– – by trigonometric polynomials, 58

Translation of a function, 79

Weierstrass test of the uniform convergence

of an integral, 15
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