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Kiumapenko O. /1. Cxema NoBHOro ycepeHeHHs AudepeHIiajbHUX PiBHAHb
3 MakcuMyMmoM. B crarti npesncraBieHo OOpyHTYBAHHS METOLY YCEPEIHEHHS [ [U-
HaMIYHUX PIBHAHDb 3 MAJIUM HAapaMeTpoM Ta 3 MakcuMyMoMm. OTpuMaHo OIHKH GJIM3BKOCTI
PO3B’A3KIB ITOYATKOBOI Ta yCepeIHEeHOI CUCTeM.
Korouosi cimoBa: meron ycepennents, qudepeHIaabHI DIBHIHHS 3 MAKCUMYMOM.

Kuumapenko O. 1. Cxema nonHoro ycpeauenuda auddpepeHnaJabHbIX YPaB-
HeHHIl ¢ MakcuMyMoM. B craree npeacrtaBiieHO 060CHOBaHWE METOd YCPETHEHWS TSl
JUHAMUYIECKUX YPABHEHUH ¢ MAJIBIM MAapPaMeTpoOM M ¢ MakcuMmyMmoM. [lomyuensl oueHku 6Jim-
30CTH penIeHui UCXOOHOM W yCPEeJHEHHON CUCTEeM.

KuaroueBnie ciioBa: MeTon ycpemgHenust, nud¢epeHnuaibHble YPABHEHUS ¢ MAKCUMYMOM.

Kichmarenko O. D. Complete averaging scheme for the differential equation
with maxima. In paper the averaging method for dynamical equations with small param-
eter and with maxima is justificated. An estimation for proximity of solutions of given and
averaged system of equations was obtained.
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Introduction.

Differential equations with "maxima” are a special type of differential equations
that contain the maximum of the unknown function over a previous interval. Such
equations adequately model real world processes whose present state significantly
depends on the maximum value of the state on a past time interval [17, 11, 1].

The qualitative theory and develops some approximate methods for differential
equations with "maxima” in the works [2, 13, 4, 3| are present.

In averaging theory of differential equations are fundamental work N. M. Krylov,
N. N. Bogolyubov [9, 10]. Later, this approach was developed N. N. Bogolyubov and
his progeny [5, 16].

Justification of the averaging method for differential equations with delay in the
papers [6, 7] is present. And justification of the averaging method for differential
equations with “maxima” in the next works [12, 14, 15, 19] is present.

Let us consider the most general case of averaging problem statement:

B(t) = cf(talt). _max r(s)). (1)

Here x € R™ is a phase vector, ¢ is a small parameter, f:[0,00) x R" x R* — R" is
n dimensional vector function, ¢ > 0, ¢g(¢) and (t) are known functions, 0 < g(¢) <
< y(t) <t and

ma. ris) = ma. T S,"', ma. InplS .
e 1y T ) (se[gmiﬁ(t)] () max o )>
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Here ||z|| = max| z;|, x(0) = zo.

Note that if g(t) = y(t) = t — h, then (1) is a differential equation with constant
delay and if g(t) = ~(t), then (1) is a differential equation with variable delay. Ap-
plication of the averaging method for differential equations with variable delay has
been studied in works [8]. The case when g(¢t) =t — h,v(t) =t considered in works
[2, 19].

Main Results.

1. Complete averaging scheme for the differential equation with max-
ima

Let us consider the following averaged equation

i) = = f° (y() ma y<s>), y(0) = o @)

s€[g(t),v(¢)]

for the equation (1). Here

oz, y) = hm—/ftxy (3)

Theorem 1. In Q = {t > 0,z,y € D C R"} the following conditions hold:
1) f(t,z,y) is a continuous function on t and

If(t 2, y)l|l < M, (4)

£z, y) = F(6 2,9 < Mlle = 2| + lly = 7], ()

2) g(t) and v(t) are evenly continuous functions and 0 < g(t) < ~(t) < t;

3) the limit (3) exists evenly with respect to x,y;

4) the solution of the equation (2) at € € (0,&1], t >0, y(0) € D' C D together
with its p—neighbourhood belongs to D.

Then for any n > 0, L > 0 there exists €%(n, L) € (0,&1] such that for all t €
€ [0, Le™1] the following estimate holds:

llz(t) —y(B)I <, (6)

where x(t), y(t) are solutions of systems (1) and (2) accordingly, x(0) = y(0) € D .
Proof. Using the integral equations for (1) and (2)

t

ot) =0+ [ Fralr), _max a(s)dr
0

t

y(t) = w0 +e / ),  max  y(s)dr,

s€lg(1),7(7)]
0

we can write
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lz(t) —y@)Il <

dr+ (7)

s€[g(r),v(1)] s€fg(r),v(7)]

g]Hf(m@ max z(s)) - f(ry(r), max y(s))‘
g

+ef [f(f,y(f), max  y(s) - FO(r),  max y<s>>}d7 —I4 D
s€lg(7),v(7)] s€[g(T) v (7)]

Note that:
6(t) = max ||lz(s) — y(s)||
$€[0,t]

is the uniform metric. Then, using this notation and (7), we get:

max x(s) — max y(s) } ds <

s€lg(m),v(7)] s€lg(7),7(7)]

r<af [nm(r) Y@+
0 (8)

¢
< 25/\/5(T)d7.
0

m—1

We consider t; =iA, i =0,1,...m, mA = Le~! and [0, Le ™Y = U [ti, tiz1]-
i=0

Let t € [tk,tk+1). Then, using the additive property of the integral, we get:

I° < 5/{7,7’, max s)) — fOy(r), max 8))| dr|| +
< ; J fEu(), max o u(s) = (), max o y(s)))

I /{f(T’y(T) max YO = L), max | y@)|dr) =)

" selg(r)y(r)]

E—1
= Z I + 1.
=0
Let us estimate I, and I; for all i, using the triangle inequality, we obtain:

tit1
I;<¢ /{ ,y(ts), ma. s)) — Oy, ma; s]d +
K Fylte, o e, p ) = S, e p8)] do

tit1

+e /
t;

dr+ (10)

7, Y(T), max s)) — flr,ylt;), max s
(e o6 = [rate)  max ()
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tit1

+5/ dr = J) + J; + J°.

0 t;), ma s)) — f° , ma, s ‘
P, max - y(s) = ), max - y(s)

From (2) and estimate (10) and 1), 2) assumptions of the theorem 1, we get:
tit

sser | {ny(r)—y(tmu max  y(s)—  max  ys)

5€[g(r)w(f)]y s€lg(ti),v(t:)]

:|d7'§

O(y(z), ma s ‘
P ly(x) se[g(x),)'(y(w)}y( )

dzx + e M maz{w(vy,A),w(g,A)}| dr <

(11)
<e2AMA (% + maz{w(y, A),W(Q,A)}> ;

where w(a, A) is a continuity modulus [18] of the function a(t) on an interval [0, o)
and w(a, A) = sup |a(t) —a(t))
It —¢' <A
Using the properties of the continuity modulus of the paper [18], we get:

k-1
ZJi <e\ML (L + max {w (7, i) , W (g,£> }) <
" 2em Em em
=0 (12)
AML (L
S T <5 + mazx {w (77[’) y W (g7L)}> + eAM L mazx {w (77[’) >y W (ga L)} '
Similarly to the way the estimate (12) was obtained, it can be proved that
k-1
ZJ-OO<)\ML i—i— l—i—a maz {w (y,L),w (g, L)} ] . (13)
per S 2m m T ’

From assumption 3) of the theorem 1 it follows there exists a decreasing function
O(t) 2 0 such that
—00

ti

€ {f(ﬂy(ti) m

, ax
A s€[g(ti),v(t:)]

y(5) — Fyts). s>>} ar| <

max  y
s€lg(ts).v(t)]

< et;0(t;) < Tie(g).

Therefore, for any n; exists €9(n1) > 0 such that for any £ < eo(n1) the following
inequality holds:

tita
JO<e / r,y(t;), max s)) — fOy(t;), max s))dr|| +
i S f(ry(ts) se[g(ti),v(ti)]y( ) = o y(t:) s€[g(ti),'y(ti)}y( )
0 (14)

t;
+e 7, y(t:), max s)) — fOy(t), max s))dr| < 2n.
{ fEyt).  max yle) = ), max y(s)dr| < 2m



86 Kichmarenko O. D.

From (4) it follow that

oML
I < =—=. (15)
m

Using estimates (11)-(15), we get

I° < 2L </\£ + XA maz{w(y,L),w(g, L)} + 1) +
2 (16)
+2eAM L max {w (v, L) ,w(g, L)} + 2mn (€) = v(m,e).
So, for ¢ € [0, 7] we can write
t T
l2(8) — y(0)]] < QaA/J(s)ds +ulm,e) < 25/\/5(s)ds Fulme).  (7)
0 0
Then, using the definition of §(r), we get
5(r) = gax lo(s) ~ y(s)| < 22 [ 6(5)ds + v(om, ). (1)

Applying the Gronwall-Bellman lemma, we get
5(t) < v(m,e)e®M < v(m,e)e® M < q.

Note that by appropriate choice of sufficiently large m and sufficiently small ¢,
the value v(m, €) can be made as small as possible.

Theorem 1 is proved.

Remark 1. In the statement of the problem of averaging it is possible to decline
the limitation of nonnegativeness of function g (t). Let us consider the equation (1)
with function g (t) such, that g(t) < v () < t. Ift. = g(f)g(t) (t. > —00) ewists,

then the assignation of initial problem will contain prehistory x (s,e) = ®(s,¢) at
t. < s<0. If the initial function ® (s,e) € D is continuous and satisfies conditions:
|® (s,e)| < M, h(®(s',e),P(s",¢)) <epl|s’ —s"|, soitis possible to prove the ex-
istence of an full average, whereas the averaging problem (2) will contain the same
initial function y(s,e) = ® (s,e) with respect to t, < s <0.
2. Partially averaging scheme for the differential equation with maxima
Now, we consider the following partially averaged equation

y=¢c (t’y(t)’se[?u?ﬁ(t)}y(s))’ y(0) = xo (19)

for the equation (1). Here

(i+1)T
; 1
F(t,y7Z): Fl(y)z): f / f(tvyaz)dtv le [Z T,(Z+I)T), 7’:0717 } (20)
iT

T is a constant. The step-averaging scheme of (19) for the system (1) will be used.
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This scheme the estimation of proximity of solutions given and averaged systems
are more exact.

Theorem 2. Let the conditions 1), 2) of the theorem 1 be fulfilled and also:

3) solution of the equation (19) at ¢ € (0,e1], ¢ >0 and y(0) € D" C D together
with its p—mneighbourhood belongs to D.

Then for any L > 0 there exist such C >0 and (L) € (0,e1] that the following
estimate is fulfilled:

o) —y (Ol < C . (21)

where x(t), y(t) are solutions of systems (1) and (19) accordingly, x(0) = y(0) € D .
Proof.
The proof of theorem 2 is similarly to proof of the theorem 1, only in the estimate
(11) A =t;41 —t; = T and A is not depend on e.
So, from (11) it follows that

_ 1+1
Z ‘f (ry(r), _ max__y(s) — Fly(r), max y(s))H dr <
—o s€lg(r).7(7)] s€lg(r)v(T)] (22)
A
<entr (G + masfe(r, A)ee, ) )
Similarly to the way the estimate (22) was obtained, it can be proved that
_qti41
), max s)) — F(y(t; max sl dr <
2;/ G[Q(T)W(T)]y( ) (y(t) s€lg(t:), (tl)]y( ))‘ (23)

<AML (% + (% +€> max{w(y,L),w(g,L)}) .

Using (20), we get

titi1

T, y(t; max s)) — Fy(t; max s))| dr =0,
P, max (o)~ Fte), max ()]

t;

t

N[ [ s v - F. max v ar| < 2

se[g(r),v(7)] s€[g(r)
tr

< e2MT.

From (23), (24) the inequality (21) holds. Theorem 2 is proved.

Conclusion.

So, in present paper the complete and partially scheme of averaging method for
dynamical equations with small parameter and with maxima when right part of dif-
ferential equations contains the maximum of the unknown function over a previous
interval with variable boundaries is justificated. An estimation for proximity of so-
lutions of given and averaged system of equations was obtained.



88

Kichmarenko O. D.

10.

11.

12.

13.

14.

15.

16.

Angelov V. G. On the functional differential equations with "maximums” [text] /
V. G. Angelov, D. D. Bainov // Appl. Anal. — 1983. - V. 16. — P. 187-194.

Bainov D. D. Justification of the averaging method for functional differential equations
with maximums [text] / D. D. Bainov, S. D. Milusheva. // Hardonic J. — 1983. - V. 6.
- P. 1034-1039.

Bainov D. D. Differential Equation with Maxima. [text] / D. D. Bainov, S. G. Hristova.
~ Plovdiv, 2011. — 302 p.

Bainov D. D. Oscillating and asymptotic properties of a class of functional differential
equations with maxima [text] / D. D. Bainov, A. I. Zahariev // Czechoslovak Math. J.
—1984. — V. 34. — P. 247-251.

Bogolubov N. N. Asymptotic methods in the theory of nonlinear oscillations [text] /
N. N. Bogolubov, Yu. A. Mitropolsky — M., 1974. — 503 p. (Russian)

Kichmarenko O. D. Averaging of controlled movement sistems with constant delay
[text] / O. D. Kichmarenko, L. I. Plotnikova // Odes’kyi Politechnichnyi Universytet.
Pratsi. — 2006. — No 2(26) — P. 103-106 (Russian).

Kichmarenko O. D. Averaging periodic functions in discret equations of controlled
movement with constant delay [text] / O. D. Kichmarenko, M.L. Karpicheva // Visnyk
Odes’kogo natcionalnogo Universytetu. Matematyka i Mekhanika. — 2012. - V. 17,

No 1-2(12-13). - P. 54-69 (Ukrainian).

Kichmarenko O. D. Substantiation of partially averaging scheme [text] / O. D. Kich-
marenko // Visnyk Odes’kogo derzhavnogo Universytetu. Fiz.-Mat. nauki. — 1999.
- V. 4. - P. 130-133 (Russian).

Krylov N. M. Introduction to nonlinear mechanics [text] / N. M. Krylov, N. N. Bo-
golyubov. — Kiev: Publishing House of USSR Academy of Sciences, 1937.
- 363 p. (Russian)

Krylov N. M. Introduction to nonlinear mechanics. Approximate and asmptoticheskie
methods of nonlinear mechanics [text] / N. M. Krylov, N. N. Bogolyubov. — Izhevsk:
SRC "RCD”, 2004. - 352 p. (Russian)

Magomedov A. R. Some questions of differential-equations with maximum [text] /
A. R. Magomedov // Izv. Akad. Nauk Azerb. SSR, Ser. Fiz.-Tek. i Mat. Nauk. - 1977.
- V.1. - P. 104-108. (Russian)

Milusheva S. Justification of the averaging method for multipoint boundary value
problems for a class of functional differential equations with maximums [text] / S. Milu-
sheva, D. D. Bainov. Collect. Math., 1986. — V. 37. — P. 297-304.

Mishev D. P. Oscillatory properties of the solutions of hyperbolic differential equations
with "maximums” [text] / D. P. Mishev // Hiroshima Math. J., 1986. - V. 16. - P. 77-83.

Plotnikov V. A. A note on the averaging for differential equations with maxima [text]
/ V. A. Plotnikov, O. D. Kichmarenko // Iranian Journal of Optimization — 2009.
- V.1, No 2 -P. 132-140.

Plotnikov V. A. Averaging of differential equations with maxima [text] / V. A. Plot-
nikov, O. D. Kichmarenko // Vestnik Chernovitskogo universiteta — 2002. — V. 150.
- P. 78-82. (Russian)

Plotnikov V. A. The averaging method in control problems [text] / V. A. Plotnokov.
— Lybid, Kiev-Odessa, 1992. — 188 p. (Russian)



Complete averaging scheme for the differential equation with mazima 89

17.

18.

19.

Popov E. P. Automatic Regulation and Control [text] / E. P. Popov. — Nauka, Moscow,
1966. — 388 p. (Russian)

Sendov B.The averaged moduli of smoothness [text] / B. Sendov, V. Popov. — Mir,
Moscow, 1988. — 327 p. (Russian)

Shpakovich V. P. Method of averaging for differential equations with maxima [text]
/ V. P. Shpakovich, V. I. Muntyan // Ukrainian Mathematical Journal. — 1987.
- V. 39, No. 5. - P. 543-545.



