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 

Abstract: The business processes of companies in the tourism 

industry lend themselves well to formalization and, consequently, 

computer automation. This study focuses on the process of 

creating a demand forecast model for a travel agent based on data 

mining algorithms. The program code was developed in the 

Anaconda development environment, which allows to process the 

initial data and to give the prediction results for two indicators of 

MAE and program accuracy. The program code is designed to 

improve the performance of the entire system by selecting the 

correct functions. 

Index Terms: ARIMA, Box-Jenkins model, buying demand, 

machine training, tourism industry.  

I. INTRODUCTION 

Retail market conditions are a vital indicator of a country's 

economic development. As one of the most mobile areas of 

the economy, the tourism sector reflects the work of 

economic laws, both micro and macro. After the trials of the 

global financial crisis, the current structural and economic 

crisis, the widespread development of the Internet, the 

competitiveness of tourism industry enterprises has become 

primarily determined by the ability to optimize internal 

business processes and sales flows. This leads to the creation 

of new methods and approaches in the policy of organizing 

the tourism business, in particular, in the field of planning, 

forecasting and coordinating the service movement.Modern 

methods of applied statistics are widely used in many sectors 

of the economy due to the technological boom. The 

development of speed and efficiency of computational 

algorithms today allows processing large data arrays (Big 

Data) even on personal computers using open source 

software. Having the basis for the development of an 

effective platform for modelling consumer demand, the task 

is to increase the accuracy of forecasting. Based on the 

availability of methods developed in theory and practice - 

unique linear regression methods, decision trees and their 

compositions, the process of support vectors, neural 

networks, gradient boosting, etc. - the task of high-precision 

modelling needs is achievable. 
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To build a developed consumer demand forecasting system, 

there is an urgent need to implement a forecasting model 

based on the methods of the modern theory of econometrics, 

statistical and machine learning, as well as elements of the 

theory of the economics of commerce, while having a 

concrete form in the form of an implemented software and 

computer complex integrated into information systems the 

company. The presence of this need and due to the relevance 

of this study. To unambiguously define the concept of 

forecasting the demand for a product, it is necessary to reflect 

the general idea of forecasting in the modern scientific 

environment. For example, there is a marketing approach to 

demand forecasting, which can be reflected in the following 

definition of Kotler and Keller: "Forecasting is the art of 

foreseeing customer behaviour in certain circumstances 

based on an analysis of survey results" [1]. Lopatnikov gives 

the classic definition of demand forecasting: "Forecasting of 

demand is a study of the future (possible) demand for goods 

and services in order to substantiate relevant production plans 

better" [2]. This clarifies that for the implementation of the 

forecast statistics is used on the application of services, and, 

as a consequence, it is assumed the analysis of previous sales. 

Accordingly, it is clear from the definitions that the main 

essence of demand forecasting is the characteristic of the 

object of prediction - in this case, the demand for services - 

and the approach to forecasting. Within the article, the 

procedure is defined as forecasting based on statistics about 

previous sales and the conditions under which they were 

carried out. Here we should single out the space of classical 

methods for demand forecasting: time series analysis and 

regression-econometric analysis and advanced machine 

learning methods [3-5]. Considering the chosen techniques, 

the mathematical nature of demand forecasting is laid. At the 

same time, precise prediction is understood as a formalized 

type of forecasting, which is based on the construction of a 

mathematical model of a process that captures most of its 

laws. Before proceeding with the prediction procedure based 

on mathematical methods, it is necessary to analyze the data 

set ( ,  ) on which the model will be built. As part of the task 

of forecasting demand, data usually consists of a set of 

characteristics of the situation in which a particular product 

was claimed by the buyer in a defined quantity [6]. These 

characteristics can be quite a lot: from the weather conditions 

near the tour operator to the cost of the tour, for which 

demand is predicted. In the terms of a large amount of data on 

possible features   a correlation analysis is carried out. To 

begin with, correlation analysis reveals the tightness of the 

signs   with the independent 

variable  . This procedure 

identifies the most informative 
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variables for building a model, which is very important in 

terms of limited resources for using data. Further, correlation 

analysis is used to identify strong dependencies within 

economic data on features  , to use them corrected for this 

dependence or reduce their dimension by eliminating 

elements that do not carry significant information. At the 

same time, there is an understanding of the presence of 

non-linear relationships within the framework of specific 

manifestations of the signs. This non-linearity can be taken 

into account by creating non-linear combinations between 

features, for example, the procedure of pairwise 

multiplication, polynomial, exponential, logarithmic 

transformation and many others. Usually seek to improve the 

predictive ability of the result, without losing the meaning of 

interpretation. An essential part of choosing the set of 

features   for predicting the quantity is the absence of logical 

contradictions. For example, when forecasting demand, it is 

incorrect to use the value of the residual at the time as a 

predictor, despite the strong relationship with the target 

variable. The reason is trivial - any fluctuations in the final 

commodity balance entirely depend on the actual demand for 

the product, and not vice versa. Otherwise, there is a risk of 

“looping” the model, making it inoperable. The same can be 

said about quantities about which there is no information at 

the time of the demand estimate of  0. Therefore, to use such 

features, it is necessary to develop prognostic models for 

such variables. If this is feasible, the basic prediction model 

can function normally or even better compared to more 

straightforward implementations [7-9]. 

II. ANALYSIS OF PECULIARITIES AND 

SELECTION OF THE MACHINE TRAINING 

METHOD FOR FORECASTING DEMAND 

There are various methods for predicting time series, among 

which the following groups are particularly distinguished: 

 Box-Jenkins techniques; 

 regression methods; 

 neural network methods. 

In this paper, we will consider the Box-Jenkins methodology, 

better known under the name ARIMA (AutoRegressive 

Integrated Moving Average), which is a model of 

autoregression and an integrated moving average. The 

ARIMA model can include both models at once or each 

separately and is designated: ARIMA (p, d, q), where p is the 

order of the moving average. This model is an extension of 

the ARMA (p, q) model (ARMA serves to predict stationary 

time series) and is used if the process is non-stationary and to 

take it to a stable form, it was necessary to take several 

differences [8].  The ARIMA model belongs to the class of 

statistical models for analyzing and forecasting time series. 

The model name is an acronym, the capital letters of which 

mean the following: AR: Autoregression is the use of a 

connection between current and some late observations. 

I: Integrated is a process that uses the difference between the 

current and the previous observation to keep the time series 

unchanged. MA: Moving-average is a model where the 
relationship between observation and residual errors from the 

moving average model is used concerning delayed views. 

Each of these components is explicitly listed as a parameter 

to the model. 

The standard notation used in ARIMA (p, d, q), where 

parameters are replaced with numbers in order to quickly 

indicate the particular model used. 

Model parameters mean: 

p is the number of delayed observations contained in the 

model, also known as the lag order; 

d is the number of the order of the time series difference; 

q - the size of the moving average window (the request of the 

moving average).  

The ARIMA model (p, d, q) for a non-stationary time series 

Yt: 

           
                

 
   

 
             (1) 

where c, ai, bj - the model parameters;  

Еt - stationary time series;  

∆d - difference operator of order d. 

ARIMA's approach to time series is that the stationarity of the 

series is first evaluated. Various tests reveal the presence of 

unit roots and the order of integration of the time series 

(usually limited to the first or second order). Further, if 

necessary (if the order of integration is more significant than 

zero), the series is transformed by taking the difference of the 

corresponding request and already for the modified model 

some ARMA model is built, since it is assumed that the 

resulting process is stationary, unlike the original 

non-stationary method (differential-order or integrated 

process d). 

III. PRACTICAL APPLICATION OF THE 

METHODOLOGY FOR FORECASTING THE 

BUYING DEMAND 

A. Means of implementation 

The following methods of implementation was used: 

 RStudio is a free open source software 

development environment for the R programming 

language, which is intended for statistical data 

processing and graphics. RStudio is available in 

two versions: RStudio Desktop, in which the 

program runs on a local machine as a typical 

application; and RStudio Server, which provides 

access via a browser to RStudio installed on a 

remote Linux server. RStudio Desktop 

distributions are available for Linux, OS X and 

Windows. RStudio is written in the C ++ 

programming language and uses the Qt framework 

for the graphical user interface.  

 XGBoost is a library of open source software that 

provides improved performance and adds new 

functionality for programming languages such as 

C ++, Java, Python, R, and Julia. It runs on Linux, 

Windows, and MacOS. In addition to working on 

the same machine, it also supports Apache 

Hadoop, Apache Spark, and Apache FLiNK 

distributed processing databases.  

 Microsoft Excel is a spreadsheet program created 

by Microsoft for Microsoft Windows, Windows 

NT and Mac OS, as well as Android, iOS and 

Windows Phone. It 

provides economic 

statistics, graphical 
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tools and, except for Excel 2008 on Mac OS X, 

VBA (Visual Basic for Application). Microsoft 

Excel is part of Microsoft Office and today, Excel 

is one of the most popular applications in the 

world. 

B. Description of the data source 

The data for solving the problem were obtained from the 

software package "Oli IS", developed for and used by the 

travel agent Olympia, which currently can analyze the 

number of orders and total revenue daily, but which does not 

offer solutions for tour optimization and demand forecasting. 

Therefore, we unloaded data for several years to train our 

neural network and draw up an algorithm for forecasting 

orders of tours. To do this, it was necessary to extract data 

and make an unusual sample, which can be used to make the 

most accurate and useful forecast. To begin with, the 

available data was cultivated for further beneficial use. Thus, 

the variable of the month, which captures seasonal changes, 

and the year assumed by macroeconomic factors, such as 

crises, inflation, etc., were obtained from the date variable as 

separate indications. 

C. Development of a demand forecasting model 

The data mining process presents the following steps in 

Fig. 1: 

 creating a model using a specific algorithm; 

 training the model using training data (in the 

training data, the initial attributes and attributes 

that will be predicted are known); 

 providing the predictive data for the data mining 

model (predictable characteristics are unknown) 

followed by the determination of the values of 

hidden attributes. 

 

Fig. 1 The data mining process 

The simulation was carried out according to the time series 

system (the future according to the past). Therefore, using 

various machine learning methods, different suitable models 

were obtained. The best technique turned out to be ensemble 

gradient boosting, which minimizes the loss function. In our 

case, nested in increasing models were trees, and the 

ensemble building procedure itself is iterative, which results 

in the presence of a set of adjustable parameters in the 

algorithm that need to be tuned. 

The main functions used in the code to create a demand 

forecasting model: 

 Disconnect on train and test 

 Training on data 

 Model training 

 Prediction of results 

 Calculation of MAE indicators and forecast 

accuracy 

To understand the logic, we present a part of the program 

code for the prediction model (Fig. 2). 

 

 

Fig. 2 Code with essential functions for the prediction 

model 

 

D. The results of the prediction model 

The most crucial step in conducting research in the field of 

forecasting is the assessment of the quality of the results of 

the prediction models. To describe with what degree of 

reliability the created model explains the retrospective of the 

object under study, the characteristics of the information 

suitability of the model are used. In this case, the reliability of 

the model is usually evaluated by comparing real and 

predicted values. Various indicators are used to assess the 

quality and degree of reliability of the forecast values 

obtained as a result of the work of forecasting models. There 

is a set of purest quality indicators, based on which several 

forecasts can be compared. An essential feature of these 

indicators is the fact that they do not depend on the method of 

forecasting. These indicators include: 

1. MAE (Mean Absolute Error); A metric that evaluates 

the absolute average error between the predicted and real 

assessment of the quality of translations on a test set. The 

smaller the error, the better the classifier. 

 

     
 

 
       

   
                       (2) 

where уt is the real value at the moment of time t; 

y  is the predicted value at time t obtained as a result of the 

work of the prediction model; 

n is the number of historical observations.  

The modules in the formula still allow you to get rid of the 

signs and get some estimate of the distance from the actual to 

the calculated values, which will then need to be minimized. 

The undoubted advantage of MAE is that the modules do not 

increase by several times the deviations considered as 

outliers. Therefore, this estimate is more robust than MSE 

and actually corresponds to the median (in 50% of cases for a 

given value of x (t), the dependent value y (t) will not be less 

than the y ^ ty ^ t obtained). 

2. Prediction accuracy 

The approach to solving the problem as forecasting of time 

series showed an increase in forecast accuracy. ARIMA 

models[10], vector autoregression models, as well as the 

same boosting,  were used, but the forecast was made only for 

future values, not mixed. Forecasts were made for the next 

few days, iterative estimates for the week and for each day 

(all years were used for training, and from the beginning of 

2017 to October 2017 for forecasting). It is evident that at the 

beginning of the year, the model is not yet saturated with 

information and gives 

predictions that deviate more 

from real values, and then it 

Mining model 
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Predicted data 
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learns, and the error tends to decrease. In absolute terms, this 

is not the case due to the presence in the predicted data of 

outliers. 

The percentage accuracy of the forecast is calculated using 

the following formula:  

                                            (3) 

The results of building the model were made in graphical 

dependence, and for clarity, two indicators were used to 

predict values and real values, which are presented in Fig.3. 

 

Fig. 3 Results of model prediction compared to real 

data 

 

 On average, the model gives a forecast deviating 

from the real value by 45 tours; 

 In percentage terms, the accuracy reaches an 

average of 89%, and in some cases is 94-98%; 

 Model errors are typical, the size of errors only in 

rare instances reaches large quantities. 

IV. CONCLUSION 

The developed program code in the Anaconda development 

environment allows to process the source data and to give the 

prediction results for two indicators of MAE and program 

accuracy. The program code is designed to improve the 

performance of the entire system by selecting the correct 

functions. A further direction of research can be the 

development of a prototype interface that allows you to 

predict demand in real time without using other special 

programs. The interface should be visually and intuitively 

clear for the operator. 
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